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Abstract: 

The problem of document clustering has been approached with different 

techniques in literature. The popular k means clustering algorithm uses 

Euclidean distance as the similarity measure in clustering the documents. 

Similarly, different approaches use various similarity measures like 

Euclidean distance, term frequency in measuring the similarity among the 

documents towards document clustering. However, they suffer with poor 

clustering accuracy and overlap. To solve this, an efficient Topical 

Reflection Measure based classification model (TRMCM) is presented in 

this article.  The proposed TRMCM model preprocesses the document text 

to obtain meaningful terms and applies feature selection to identify subset of 

terms. The selected features are used to measure TRM value at the 

classification phase. Based on the value of TRM, the method identifies the 

class of document to perform clustering. The proposed TRMCM model 

improves clustering accuracy with less overlap. 

Index Terms:Document Clustering, Supervised Learning, TRMCM, TRM. 
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1. Introduction: 

 The organization maintains different information in form of documents. Such documents 

are huge in volume and need to be grouped in a meaningful way to explore the documents 

when necessary. When the volume of documents is increasing it is difficult to identify the 

required and similar documents from the document pool. To solve this problem, document 

clustering has been used. Clustering is the process of grouping related and similar documents 

under a specific name and by labeling the document with  a common name helps the 

document retrieval system to identify the related document as result for a search query. 

 The document clustering is performed in several ways like supervised and unsupervised 

learning. There exist number of approaches available for document clustering. For example, 

the K-means clustering algorithm measures the Euclidean distance measure between the 

document text of the input and documents of the class to perform clustering. Similarly, the 

support vector machine is used in the same problem, which measures the similarity by 

measuring the support value according to the terms of the document given. On the other side, 

Bayesian classification is used for the problem which works according to the rule available. 

Similarly, you can name number of approaches to solve the problem.  

 The performance of clustering and classification algorithm is depending on the kind of 

feature being considered and kind of similarity measure used. There are number of features 

being considered like topic, terms, semantics and so on. By considering effective features the 

performance of document clustering can be improved. On the other side, the feature selection 

plays vital role in the achievement of clustering performance. When the method selects non 

important and irrelevant features, the performance of clustering has been gets affected. 

Similarly, when you miss important features, then the accuracy of clustering gets affected. 

So, the feature selection plays vital role in the accuracy of document clustering. 

 With the consideration to improve the performance of document clustering an efficient 

Topical Reflection Measure (TRM) based clustering model is presented in this article. Any 

document would contain number of terms which is related to different topics. In order to 

become a class of document, it is necessary that the document should reflect the concern 

topic in more precise way. By reflecting the topic of the class, the document can be assigned 

with the class label. By considering this , the proposed TRMCM model cluster the documents 

according to the TRM measure computed for various class of documents. The working of the 

TRMCM model is briefed in this section. 

2. Related Works: 

 Number of clustering schemes is recommended in literature and this section analyzes set 

of methods around the problem. 

  An graph based auto encoder (GAE) based scheme is presented in [1], towards 

document clustering. The method construct the graph from different documents and measures 

cosine similarity to identify the document of the class.   

 An deep convolution auto encoder network (DCAN)  based clustering model is presented 

in [2],  which uses a integrated loss function in the softmax layer to perform document 
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clustering.  A tensor based clustering framework is presented in [3], which cluster the hyper 

spectral data to detect the forged papers in multi-page documents.  The method uses the 

diagonal structure of the documents to measure the similarity towards clustering.   

 A Document Vector Extension model is presented in [4], which divide the document in to 

several sub classes and establishes relationship among them.  A black hole based hybrid 

clustering scheme is presented in [5], which computes external purity and internal silhouette 

score to perform clustering.   

 An adaptive Jaro Winkler with Jellyfish search clustering algorithm is presented in [6], 

which uses reuter data set to group newsletters.   

 Intention-guided deep semi-supervised document clustering (IGSC) model in [7], which 

divide the document structure according to user given information.  The deep metric learner 

explores the user’s global intention and outputs an intention matrix. The method use the 

intention matrix to perform clustering.   

 Fuzzy Local Information C -Means based clustering (FLICM) and Fractional Dwarf 

Mongoose optimization model is presented in [8], towards document retrieval and uses Bag 

of words and applies CNN to perform clustering.  

 A parallelized ontology network based semantic similarity clustering is presented in [9], 

which preprocess and extract the semantic features to calculate   document semantic 

similarity based on ontology network structure under MapReduce framework. The value of 

semantic document similarity is used to perform clustering.   

 An Active Learning with  Constrained Document Clustering is presented in [10], which 

applies SVM to perform initial clustering and generates a distance matrix according to the 

hyperplane to perform clustering with  active learning. 

 The efficiency of various clustering algorithms are analyzed for their performance in 

clustering with different document collection [11].  An distance of term frequency-based 

similarity measure (DTFSM) and presence of common terms-based similarity measure 

(PCTSM) based document clustering scheme is presented in [12], which computes the 

DTFSM and PCTSM measures for the document to perform clustering.  A Cosine Similarity 

and K-Main Algorithms based clustering model is presented in [13], which organize the large 

non sequential text documents into small clusters.  An semantic information based document 

clustering algorithm is presented in [14]. Similarly, Efficient Document Clustering Approach 

is presented in [15], to obtain semantic clusters from a huge volume of documents.    

 

3. Topical Reflection Measure Based Clustering Model (TRMCM): 

 The proposed TRMCM algorithm reads the document set given and performs 

preprocessing to remove the noisy features and applies feature selection to get the required 

features. Preprocessing is performed with term level noise removal algorithm and feature 

selection is performed with Feature Centric Frequency Analysis Algorithm. Further, the 

method applies TRM clustering which computes TRM measure for the document towards 
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various class of documents. Based on the value of TRM, the method identifies the class of 

document and indexed.   

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 Figure 1:  Process Diagram of TRMCM clustering model 

 The working process of TRMCM clustering model is presented in Figure 1, and the 

sequence of process is explained in detail in this section. 

Term Level Noise Removal Preprocessing: 

 The term level noise removal preprocessing algorithm removes the noisy features from the 

document to support document clustering. The document set given has been read and the text 

features from each document are retrieved. From the text features, the method generates number 

of terms to produce term set. The terms of the set are mapped with the stop word list maintained 

by the model to eliminate the terms with no meanings. Further, remaining terms are stemmed to 

trim the terms and obtain pure terms. At last, the terms are tagged to identify the nouns with the 

Part of speech tagger. The terms tagged as noun only will be retained for the further process. 

Algorithm: 

Given: Document D, Stop word list Sl 

Obtain: Term set Tset 

Start 

 Read D and sl. 

 Term set Tset = 

𝑠𝑒𝑛𝑡𝑒𝑛𝑐𝑒𝑠(𝐷)

𝑆𝑒𝑛𝑡𝑒𝑛𝑐𝑒𝑠(𝐷(𝑖)). 𝑠𝑝𝑙𝑖𝑡(.".", " space")) 

𝑖 = 1
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  If Sl ∈ 𝑇𝑘 then 

   Tset = Tset ∩ 𝑇𝑘 

  Else 

   Tk = Stemming (Tk, remove (“ing”,”ed”)) 

   Tktag = PosTagger(Tk) 

   If Tktag!=Noun then 

    Tset = Tset ∩ 𝑇𝑘 

   End 

  End 

 End 

Stop 

 The term level noise removal preprocessing algorithm identifies the pure terms from the 

document to support document clustering. 

Feature centric frequency Analysis Feature Selection: 

 The feature centric frequency analysis algorithm selects the subset of term features 

according to the frequency of appearance. To perform this, each term in the set has been 

measured for its frequency of appearance in the own term set. According to the value of 

frequency of appearance FoA, the method selects a subset of features or terms are selected 

features. The selected features are used to perform document clustering. 

Algorithm: 

Given: Term set tes 

Obtain: Feature Set Fes 

Start 

 Read Tes. 

 For each term T 

  Compute FoA = 

𝑠𝑖𝑧𝑒(𝑇𝑒𝑠)

𝐶𝑜𝑢𝑛𝑡(𝑇𝑒𝑠(𝑖)==𝑇)
𝑖=1

𝑆𝑖𝑧𝑒(𝑇𝑒𝑠)
 

  If FoA > Th then  

   Fes = ∑ 𝑇𝑒𝑟𝑚𝑠(𝐹𝑒𝑠) ∪ 𝑇 

  End 

 End 

Stop 

 The feature centric frequency analysis based feature selection algorithm computes the value 

of Frequency of Appearance for different terms in the set and based on that the method identifies 

the set of features as selected features. Selected features are used to perform clustering of 

documents. 

TRM Clustering: 

 The topical reflection measure based clustering algorithm reads the document set given and 

the cluster set available. For each document d, the method applies the term level noise removal 

algorithm to preprocess the document and obtain the set of terms in that. Further, the method 
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applies, term level frequency analysis to perform feature selection. With the selected features, the 

method computes Partial reflection measure (PRM) and completes reflection measure (CRM) 

values for each term identified. Using the value of PRM and CRM, the method computes the 

value of TRM. Based on the TRM value, the method identifies the class of the document and 

performs indexing.  

Algorithm: 

Given: Document Set Ds, Cluster set Cls, Topical Taxonomy Tt 

Obtain : Null 

Start 

 Reads Ds , TT, and Cls. 

 For each document d 

    

   Term set Tes = perform term level noise removal preprocessing (d) 

   Feature set fes = Apply term level frequency analysis feature selection (tes) 

   For each class c 

      Compute Partial Reflection Measure PRM. 

     PRM = 

𝑠𝑖𝑧𝑒(𝑇𝑇(𝑐))

𝑠𝑖𝑧𝑒(𝐹𝑒𝑠)

𝐶𝑜𝑢𝑛𝑡(𝑇𝑇(𝑐(𝑖))𝑝𝑎𝑟𝑡𝑖𝑎𝑙𝑙𝑦 𝑚𝑎𝑡𝑐ℎ𝑒𝑠 𝑤𝑖𝑡ℎ 𝐹𝑒𝑠(𝑗))

𝑗=1
𝑖=1

𝑠𝑖𝑧𝑒(𝐹𝑒𝑠)
 

     Compute Complete Reflection Measure CRM. 

     CRM = 

𝑠𝑖𝑧𝑒(𝑇𝑇(𝑐))

𝑠𝑖𝑧𝑒(𝐹𝑒𝑠)

𝐶𝑜𝑢𝑛𝑡(𝑇𝑇(𝑐(𝑖)) 𝑐𝑜𝑚𝑝𝑙𝑒𝑡𝑒𝑙𝑦 𝑚𝑎𝑡𝑐ℎ𝑒𝑠 𝑤𝑖𝑡ℎ 𝐹𝑒𝑠(𝑗))

𝑗=1
𝑖=1

𝑠𝑖𝑧𝑒(𝐹𝑒𝑠)
 

     Compute TRM = 
𝑃𝑅𝑀

𝐶𝑅𝑀
× 𝑠𝑖𝑧𝑒(𝑇𝑇(𝑐)) 

   End 

   Class C = Choose the class with maximum TRM. 

   Index the document to the selected class. 

 End 

Stop 

 The TRM clustering algorithm computes the value of CRM and PRM for the document 

towards various class to compute TRM measure. Based on the TRM value, a optimal class is 

identified and the document is indexed to the selected class. 

4. Results and discussion: 

 The proposed TRMCM model has been implemented using Advanced java and has been 

evaluated for its performance with Reuters data set. The results obtained have been compared 

with the results of other approaches. 
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Key Value 

Tool Used Advanced Java 

Data set used Reuters 

No of classes 20 

Total documents 18750 

Table 1: Experimental data 

 The experimental details used for performance evaluation of proposed algorithm are 

presented in Table 1.  

 
 Figure 2: Analysis on clustering accuracy 

 The accuracy of clustering produced by various methods are measured and plotted in Figure 

2, where TRMCM algorithm produces higher clustering accuracy than other methods. 
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 The ratio of false classification produced by various methods are measured and presented in 

Figure 3, where TRMCM algorithm produces less false ratio than other methods. 

 
 Figure 4: Time complexity 

 The time complexity on clustering has been measured and presented in figure 4, where 

TRMCM algorithm introduces less time complexity compare to other methods. 

5. Conclusion: 

 This article presented a novel Topical Impact Measure Based clustering model (TRMCM) 

which preprocess the document for noise removal and feature extraction. Further, the method 

applies term centric frequency analysis algorithm for feature selection. Third the method applies 

TRM clustering by computing PRM and CRM values to compute TRM measure. Based on the 

value of TRM, the method identifies the class of document and indexes them. The proposed 

TRMCM model improves the clustering accuracy up to 97% with reduced time complexity. 
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