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1. Introduction 

 

When compared to other female-specific malignancies, breast cancer is the worst. 

Mammography is the primary diagnostic tool for detecting breast cancer at the screening stage. 

Breast cancer has been identified as the 25th leading cause of death worldwide [3]. About 

50,000 women in India are diagnosed with this malignancy each year. Mammograms can detect 

three primary warning indicators indicative of cancer: masses, calcification, and architectural 
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distortion. Therefore, it becomes even more crucial to discover and diagnose this malignancy 

as early as possible. In order to maximise the likelihood of a successful treatment outcome, 

early identification of breast cancer is crucial [2]. In high-risk females, breast MRI has a high 

detection rate for even the smallest of cancer tumours. With a sensitivity of 97%, breast 

tumours are more accurately diagnosed [1]. If the condition is diagnosed at an early stage, the 

pain and toxicity might be lessened. The disease can be detected in its early stages, long before 

any symptoms appear, by screening. The data mining methods of "clustering" and 

"classification" are particularly well-suited to the task of analysing breast cancer photos. The 

photos are clustered into different disease categories using clustering, an unsupervised 

classification method. It is crucial in medical diagnostics to select an effective clustering 

strategy that is tailored to the specific needs of the project at hand [4, 7]. Medical data from CT 

scans, PET scans, and MRIs are among the most widely used types of information. The use of 

data mining techniques has become essential for efficient and precise cancer prediction and 

detection since the work of analysing this massive amount of data has gotten increasingly 

difficult. The primary purpose of medical image mining is to aid in the diagnosis and early 

detection of disease by extracting clinically useful information from medical images [5, 6]. 

 

Patients need careful symptom observation and a prediction automatic system that can 

identify the tumour as benign or malignant in order to receive effective treatment. While its 

primary function as a generic convolutional neural network is to classify images where the 

input is an image and the output is a single label, in biomedical applications it also allows us 

to detect the presence of disease and pinpoint its exact location. This issue can be fixed using 

deep learning techniques.   

 

For the purpose of segmenting the tumour zone in mammography images, this study 

proposes a GradCAM and UNET based architecture. In order to determine the stage of breast 

cancer, the network relies on a fully convolutional network that has been upgraded and 

expanded in design to function with less training images and to provide more accurate 

segmentations with tumour height and width. 

 

2. Analysing Images 

 

Segmenting an image into numerous regions by labelling each of its pixels is a common 

computer vision task. More information is provided than with object detection, which simply 

creates a box around the object, or picture categorization, which simply labels the object. 

Segmentation has many practical uses, including in medical imaging, clothing segmentation, 

flood map creation, autonomous vehicle navigation, and more. 

 

Segmentation of images can be either: 

 

➢ Label each pixel as part of a semantic segmentation. 

 

➢ Separate out individual instances of a given object by categorising their pixels. 
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3. Methodology 

 

A study's methodology refers to the methods employed to gather data about the study's 

subject. The methodology section of a research article is where the reader is given the 

opportunity to assess the study's overall validity and dependability. 

 

 
Figure 1: Steps in a Research Methodology 

3.1. Masking 

 

A digital mask can be used to obscure or show specific areas of an image. Masks are 

used to pick parts of an image for editing or to apply special effects in computer graphics. In 

an image editor, masks can be made from scratch or produced from pre-existing pictures. To 

make a stencilled effect, for instance, you could use a photograph as a mask. Graphic designers 

have many uses for masks, making them one of the most flexible tools at their disposal. 

 

In computer graphics, masking is a method for disguising an object or area. Masking 

can be used to alter an image's appearance, remove distracting elements, or transform its form. 

Bit masking and alpha masking are two forms of masking. To hide pixels according to their 

colour values, bit masking can be used. When using alpha masking, pixels are hidden according 

to their opacity.  

 

3.2. Grad-CAM 

 

Zhou et al.'s CAM [10] approach is generalised in Gradient-weighted Class Activation 

Mapping (Grad-CAM) [11]. Since Grad-CAM doesn't require retraining existing models or 

modifying the original CNN architecture, it may be used to a wider variety of CNN 

architectures than CAM, which required that the CNN architecture not have completely 

connected layers. Grad-CAM can be used to selectively highlight one class in an image while 
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omitting others, thanks to its class discriminatory nature. Unlike guided back-propagation and 

deconvolution, where class-specific visualisations are essentially similar, this approach allows 

for more flexibility between classes in the final product. Grad-CAM takes advantage of the 

gradient information streaming into the final convolutional layer, just before a fully connected 

layer (if present), which captures both high-level semantics and granular spatial information. 

 

Grad-CAM works by first calculating the gradient of the class score, Y(c), with respect 

to the activations AK of the feature map in the final convolutional layer. 

𝜕𝑌(𝐶)

𝜕𝐴𝐾(𝑖,𝑗)
  --------(1) 

With the indices i and j, the gradients are pooled globally over the width (W) and the 

height (H) to get the neuron significance weights. 

𝜔𝑘
(𝑐)

=  
1

𝐻.𝑊
∑ ∑

𝜕𝑌(𝐶)

𝜕𝐴𝐾(𝑖,𝑗)
𝑊
𝑗=1

𝐻
𝑖=1   -------------- (2) 

After that, we derive the localization map by using: 

𝐿𝐺𝑟𝑎𝑑−𝐶𝐴𝑀
(𝑐) (𝑥, 𝑦) = 𝑅𝑒𝐿𝑈(∑ 𝜔𝑘

(𝑐)
𝑘 𝐴𝐾(𝑥, 𝑦))    ---------------- (3) 

where the activation of node k in the model's target layer at coordinates (x, y) is denoted by 

Ak (x, y). By using the RELU activation function, we can select and keep just the features 

that contribute positively to the target class. 

3.3. U-Net 

U-Net is a semantic segmentation method developed for diagnostic image analysis. The 

U-Net architecture is also utilised in several variations, including the Pix*Pix generator, 

making it one of the earliest deep learning segmentation models. 

In 2015, Olaf Ronneberger [9] and his group created U-Net to use in their research with 

biological photos. Using less data and data augmentation to surpass the sliding window method, 

it won the ISBI competition. 

When used to a training dataset, sliding window design excels at localization tasks. The 

method generates pixel-specific class labels by applying a local patch to each individual pixel. 

Two major issues with this design are, first, the large amount of overall redundancy that is 

developed as a result of overlapping patches. Second, it took a long time and a lot of resources 

to go through the training process. Due to these limitations, the design could not be used for 

many purposes. U-Net gets rid of both of these problems. 

Previously, we discussed how segmentation is composed of categorization and 

localisation. To see why a U-Net is so well suited for segmentation, it is helpful to see how it 

accomplishes these two goals. 

The architecture of U-Net inspired the network's moniker. The "U" shaped model 

consists of two networks and convolutional layers. The decoder comes after the encoder; hence 

the order is important. Both of these "what" and "where" concerns about segmentation are 

amenable to the U-Net. 
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Figure 2: U-Net architecture [9] 

4. Experimental Analysis 

By using Kaggle mammograms of breast cancer images are considered for our analysis. 

First, within the python environment, the required packages are installed. The input photos, 

originally 500*500 pixels, are downsized to 256*256 so that we may examine them more 

closely.  Figure 3 depicts the input image after making has been made to it to emphasise the 

diseased area, followed by the normal, malignant, and benign images. 

 

Type of 

Image 

Input image Masking Image 

Normal 

  

Malignant 
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Benign 

  

Figure 3: Input Image and Masking image 

Figures 4 and 5 depict the masking pictures used to hide the expected tumour. 

The masking images of predicted tumor in the image are as shown in figure 4 and 5. 

 

Figure 4: Making Image 
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Figure 5: Making Image 

Then, the input images were processed using an Encoder Block, a Decoder Block, and 

an Attention Gate in order to densely locate the tumour. In order to accomplish this, we first 

use unpadded convolutions to lower the total dimension, and then we use Convolution blocks 

to determine which data is legitimate. 

where the number of filters in the encoder design is increased while maintaining a steady 

reduction in image size by using max-pooling layers. Connecting earlier outputs to later levels 

in the decoder blocks leads to a reduction in the number of filters used in the convolutional 

layers. 

For that purpose, a 64-by-default-filter double-layer convolution operation block was 

carried out after the primary operation had been carried out on the input parameters. 

Afterwards, a Batch Normalisation layer is added to the stack after these convolutional layers. 

Next, we'll construct the necessary encoding and decoding building components. From the top 

down, the encoder design will follow a pattern of sequential inputs. Our proposed encoder 

function will make use of a convolutional block consisting of two convolutional layers and a 

batch normalisation layer for each input layer. The decoder block's arguments will consist of 

the number of filters in use, the receiving inputs, and the input of the skip connection. Our 

model's Conv2DTranspose layers helped the up sample become input. Then, to get the final 

value of the skip connections, concatenate the input layer with the up-sampled layer. This 

output value is the result of a combined function and a convolutional block operation, as shown 

in Figure 6. 
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Figure 6: convolutional block model 

Then GradCAM is used to train the data and forecast the masking of the up sampling 

with varying accuracies over 30 iterations. Figure 7(a) displays the original mask, predicted 

mask, and GradCAM picture from a single input image time point. GradCAM's high-resolution 

error analysis and explanation capabilities make it ideal for tumour detection in input images. 

Figure 7 displays the limited analysis of only 5 time periods. 

 
(a) 
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(b) 

 
(c)  

 
(d) 

Figure 7: Making images using GradCAM 

 

Next, visualized the trained and validated data's Model loss, accuracy, and model IOU. 

If the model has untapped potential beyond its current capabilities, as suggested by the 

visualisation results on Validation Data on IoU being significantly better than the results on 

Training Data, then this should be investigated further. Our approach appears to be promising 

for recognising the breast cancer tumour in input images, despite the fact that the loss is not 

ideal and actually rises at the end. Figure 8 depicts a model for visualising training data and 

IoU.  
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Figure 8: Model Loss, Accuracy, IoU 

Because it operates on a convolutional network design, the tumour was located using 

the GradCAM masking picture and the U-Netand attention gates masks technique. As can be 

seen in Figure 9, the u net uses masking to improve segmentation accuracy in order to locate 

the cancerous region using less training data.  

 

 
Figure 9: GradCAM and U-Net masking image of brest cance 

Figure 10 depicts the results of using the U-Net architecture to create a precise 

segmentation map that used to determine the density of breast cancer. 
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[e] 

 
 

Figure 10: U-Net Architecture for Height and Width-Based Breast Cancer Detection. 

 

Figure 10[a] shows a segmented tumour with a height of 114 and a width of 158, 

indicative of a very advanced stage of breast cancer. The height of the segmented tumour in 

figure 10 [b] is 138 and the breadth is 117, indicating a very advanced stage of breast cancer 

that is likely to spread. The segmented tumour in Figure 10 [c] has a height of 91 and a width 

of 54, indicating a moderate stage of breast cancer. The segmented tumour in Figure 10 [d] has 
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a moderate stage of breast cancer based on its height (56) and width (43). Figure 10[e] shows 

a segmented tumour in a later stage of breast cancer, with a height of 16 and a width of 25. 

 

In terms of the model giving high false positives and false negatives, we can observe and 

compare performance metrics such as precision, recall, and f1 score, all of which are at 98%. 

Because of the high rate of erroneous positive results, which mistakenly suggest the existence 

of a disease. While it's 98.7 percent accurate. It seems crazy good enough to represent the 

applied strategy for breast cancer classification.   

 

5. Conclusion 

Accurate early diagnosis is essential for breast cancer tumor predection. Images 

obtained from mammography are used in the diagnosis of breast cancer. Mammograms with a 

worrisome breast tumour are segmented with the help of a deep learning network. When used 

to tumour stage determination, the suggested GradCAM and U-net attention intensive approach 

for segmentation yields promising results. Height and width segmentation of the tumour can 

reveal useful information for determining the tumor's stage. GradCAM and U-net attention 

dense algorithm seems insanely good enough for classification of breast cancer as network is 

trained in more unique and diverse situation that increases the performance of the proposed 

algorithm with high false positive and false negative and accuracy of 98.7%. 
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