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ABSTRACT 

Liver diseases have become increasingly lethal in numerous 

countries, with patient numbers rising due to factors such as alcohol 

consumption, inhalation of harmful gases, and ingestion of 

contaminated food and drugs. This study focuses on developing 

predictive models for liver disorders using liver patient datasets, aiming 

to alleviate the workload on healthcare professionals. The dataset, 

sourced from the UCI Repository, encompasses supervised learning 

data from patients undergoing medical examinations. By leveraging 

historical patient data, the study utilizes machine learning and deep 

learning algorithms to predict liver disease outcomes. Specifically, 

Decision Tree, K-Nearest Neighbour (KNN), and Artificial Neural 

Network (ANN) algorithms were applied to assess their predictive 

capabilities. Results indicate that the Decision Tree algorithm achieved 

a notable accuracy of 99.96%, making it the most precise model for 

liver disease prediction. The KNN algorithm followed with an accuracy 

of 97.42%, while the ANN model attained an accuracy of 71.55%. 

These findings suggest that machine learning and deep learning 

algorithms can effectively predict liver diseases, providing valuable 

tools for clinical decision-making and improving patient outcomes.  

Keywords: liver disease prediction, machine learning, deep learning, 

Decision Tree, K-Nearest Neighbour, Artificial Neural Network, UCI 

Repository. 

 

 

 

 

Kandula Jyothi, M. Tech 

Department of CSE 

Swarnandhra College of Engineering and Technology (A) , Narsapur, Andhra Pradesh,India. 

jyothikandula68@gmail.com 

 

Chiranjeevi S.P.Rao Kandula 

Assistant professor 

Department of CSE 

Swarnandhra College of Engineering and Technology 

chspraokandula@gmail.com 

 

Dr.P.Srinivasulu 

Professor &HOD , Department of CSE 

Swarnandhra College of Engineering and Technology 

drspamidi@gmail.com



Kandula Jyothi/Afr.J.Bio.Sc.6.12(2024)                                                                       Page 5100 of 7                              

 

INTRODUCTION 

Liver diseases are among the most serious health concerns globally, with a significant rise in 

incidence and mortality rates. The liver, a vital organ, is responsible for numerous essential 

functions, including detoxification, protein synthesis, and the production of biochemicals 

necessary for digestion. However, its functions can be severely impaired by various factors 

such as excessive alcohol consumption, exposure to toxic substances, poor diet, and the 

misuse of medications. These conditions can lead to chronic liver diseases, including 

cirrhosis, hepatitis, and liver cancer, which are increasingly contributing to the global burden 

of disease. The early detection and diagnosis of liver disorders are crucial as they can 

significantly improve the prognosis and quality of life for patients. Traditional diagnostic 

methods, while effective, often require extensive clinical evaluations and can be time-

consuming, thus necessitating the need for efficient and automated prediction systems. 

 

In recent years, machine learning (ML) and deep learning (DL) have revolutionized various 

fields, including healthcare. These technologies enable the analysis of vast amounts of data to 

uncover patterns and insights that are not immediately apparent through traditional statistical 

methods. In the context of liver disease, ML and DL can be particularly beneficial in 

developing predictive models that assist in early diagnosis and treatment planning. These 

models can analyze historical patient data, including clinical records, biochemical tests, and 

demographic information, to predict the likelihood of liver disorders with high accuracy. By 

leveraging supervised learning techniques, these algorithms can classify patients based on 

their risk levels, thereby aiding healthcare providers in prioritizing cases and allocating 

resources more effectively. The integration of these advanced computational techniques into 

healthcare systems has the potential to enhance diagnostic precision, reduce the workload on 

medical professionals, and ultimately improve patient outcomes. 

 

 
 

This study aims to explore the application of machine learning and deep learning algorithms 

in predicting liver diseases using patient data from the UCI Repository. The primary objective 

is to develop and compare the performance of different classification models, including 

Decision Tree, K-Nearest Neighbors (KNN), and Artificial Neural Networks (ANN), in 

accurately predicting liver disorders. The dataset comprises various features related to liver 

function tests and patient demographics, which are used to train and evaluate the predictive 

models. The study also emphasizes the importance of feature selection in improving model 

accuracy, as demonstrated by the superior performance of the Decision Tree algorithm with 

an accuracy of 99.96%, followed by KNN with 97.42%, and ANN with 71.55%. Through this 

research, we aim to provide a comprehensive analysis of the effectiveness of these algorithms 

in liver disease prediction, highlighting their potential to aid in early diagnosis and treatment 

planning. The findings from this study could pave the way for the development of robust, 
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automated systems for liver disease prediction, ultimately contributing to better healthcare 

delivery and patient management. 

 

LITERATURE SURVEY 

a) Overview of Liver Disease Prediction and Machine Learning Techniques: Liver diseases 

represent a significant global health burden, with escalating incidences due to factors such as 

alcohol consumption, exposure to harmful substances, and poor dietary habits [1][2]. The 

need for early and accurate diagnosis is crucial for effective treatment and management. 

Traditional diagnostic methods, often reliant on biochemical tests and imaging, can be time-

consuming and costly. Machine learning (ML) and deep learning (DL) have emerged as 

powerful tools to address these challenges, offering automated, efficient, and accurate 

prediction capabilities [3]. Studies have demonstrated that ML algorithms such as Decision 

Trees, K-Nearest Neighbors(KNN), and Support Vector Machines (SVM) provide high 

accuracy in predicting liver disorders by analyzing large datasets of patient records [4][5]. 

These methods leverage various patient attributes, including age, gender, enzyme levels, and 

medical history, to build predictive models that can aid in early diagnosis and personalized 

treatment plans [6]. 

 

b) Advances in Deep Learning for Liver Disease Prediction: Deep learning, a subset of ML, 

has shown considerable promise in medical diagnostics, including liver disease prediction 

[7]. Artificial Neural Networks (ANN), Convolutional Neural Networks (CNN), and 

Recurrent Neural Networks (RNN) are commonly employed DL models in this domain [8]. 

ANN, with its layered structure, can capture complex patterns in data, making it suitable for 

predicting liver diseases based on multidimensional patient data [9]. CNNs, known for their 

proficiency in image processing, have been used to analyze liver imaging data, enhancing 

diagnostic accuracy [10]. RNNs, adept at handling sequential data, are particularly useful in 

tracking disease progression and predicting future health outcomes [11]. Research indicates 

that combining traditional ML techniques with DL models can further enhance prediction 

accuracy and reliability [12]. For instance, hybrid models integrating Decision Trees and 

ANNs have shown improved performance in liver disease classification tasks [13]. 

 

c) Comparative Analysis and Future Directions: The comparative analysis of various ML and 

DL algorithms for liver disease prediction highlights their respective strengths and 

limitations. Decision Trees, with their interpretability and high accuracy, are effective in 

handling categorical data and generating clear decision rules [14]. KNN, a simple yet 

powerful algorithm, performs well with structured data and provides robust predictions [15]. 

However, its performance can be affected by the choice of distance metric and the number of 

neighbors [16]. ANNs, while offering the flexibility to model complex relationships, require 

extensive computational resources and large datasets for training [17]. The integration of 

feature selection techniques, such as Principal Component Analysis (PCA), can enhance the 

performance of these algorithms by reducing dimensionality and improving model efficiency 

[18]. Future research should focus on developing more sophisticated models that combine the 

strengths of various algorithms, incorporating real-time data for dynamic prediction and 

adapting to individual patient profiles for personalized healthcare [19][20]. 

 

PROPOSED SYSTEM 

Decision Tree Works for Liver Disease Prediction 

A Decision Tree is an effective and transparent supervised learning method, widely utilized 

for liver disease prediction due to its interpretability and capability to handle both categorical 

and numerical data. In the context of liver disease prediction, the Decision Tree algorithm 



Kandula Jyothi/Afr.J.Bio.Sc.6.12(2024)                                                                       Page 5102 of 7                              

starts by identifying the most significant feature from the dataset that best separates the 

patients into distinct categories – either healthy or suffering from liver disease. This feature, 

known as the root node, serves as the initial decision point. 

 

The algorithm proceeds by recursively splitting the dataset into subsets based on the values of 

subsequent features. At each node in the tree, the algorithm evaluates possible splits using 

criteria such as Gini impurity or information gain to determine the optimal way to divide the 

data. These criteria measure the homogeneity of the nodes, striving to create branches where 

each subset is as pure as possible, meaning that it contains instances predominantly from one 

class. For instance, a node might split patients based on their levels of a specific enzyme, 

such as alanine transaminase (ALT), where one branch represents patients with ALT levels 

above a certain threshold (more likely to have liver disease) and the other represents patients 

below that threshold (less likely to have liver disease). 

 

As the tree grows, it forms a hierarchical structure with internal nodes representing decision 

points and leaf nodes representing classification outcomes. Each path from the root to a leaf 

node corresponds to a sequence of decisions that lead to a final classification. For example, a 

path might involve decisions based on multiple biomarkers and demographic factors, 

concluding with a classification of "liver disease" or "no liver disease." This structure not 

only allows for precise predictions but also provides a clear and interpretable rationale for 

each decision, making it easier for healthcare professionals to understand and trust the 

model's recommendations. 

 

In the training phase, the Decision Tree algorithm processes historical data of liver patients, 

learning patterns and relationships between features and the presence of liver disease. During 

prediction, the trained model is applied to new patient data, following the decision paths 

defined during training to arrive at a classification. The interpretability of Decision Trees 

makes them particularly valuable in medical diagnostics, as they enable clinicians to trace 

back the decision-making process, offering insights into which factors contributed to the 

diagnosis. Moreover, the hierarchical nature of Decision Trees helps in handling complex 

interactions between multiple features, thereby enhancing the accuracy and reliability of liver 

disease predictions. 

 

K-Nearest Neighbors (KNN) Works for Liver Disease Prediction 

K-Nearest Neighbors (KNN) is an instance-based learning algorithm that is particularly 

suited for liver disease prediction due to its simplicity and effectiveness in capturing local 

patterns within the data. KNN operates by comparing a new patient's data to the existing 

dataset and classifying the new instance based on the majority class among its k-nearest 

neighbors. This algorithm is non-parametric, meaning it makes no assumptions about the 

underlying data distribution, which is advantageous when dealing with the diverse and often 

non-linear relationships present in medical data. 

 

The process begins by determining the optimal value of k, which is the number of nearest 

neighbors to consider. This parameter can significantly influence the performance of the 

model, and it is typically selected through cross-validation to ensure the best possible balance 

between bias and variance. Once k is established, the algorithm calculates the distance 

between the new patient's data and all other data points in the training set. Common distance 

metrics used in KNN include Euclidean distance, Manhattan distance, and Minkowski 

distance, with Euclidean distance being the most prevalent in medical applications. 
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For liver disease prediction, the feature set might include various medical measurements such 

as enzyme levels, bilirubin levels, age, and other relevant biomarkers. When a new patient is 

introduced, the algorithm computes the distances between this new patient's feature vector 

and all feature vectors in the training set. It then identifies the k data points that are closest to 

the new patient, forming the set of nearest neighbors. Each of these neighbors "votes" for 

their class, whether it be "liver disease" or "no liver disease," and the class with the majority 

votes determines the prediction for the new patient. 

 

One of the strengths of KNN in liver disease prediction is its ability to adapt to complex 

decision boundaries. Since it considers the local structure of the data, KNN can effectively 

model the intricate relationships between features that may not be captured by more rigid 

parametric models. This local adaptability is crucial for medical applications where the 

relationship between symptoms and diseases can be highly variable and context-dependent. 

For instance, KNN can easily handle situations where certain liver enzyme levels might 

indicate a disease only in conjunction with other specific biomarkers, thereby providing 

nuanced and context-aware predictions. 

 

However, KNN's reliance on distance calculations can become computationally intensive as 

the dataset grows, potentially slowing down the prediction process. This limitation is often 

addressed by employing techniques such as dimensionality reduction or indexing methods to 

expedite the distance computations. Despite this, the intuitive nature of KNN, coupled with 

its robust performance in capturing local data patterns, makes it a valuable tool for liver 

disease prediction, allowing healthcare professionals to leverage historical patient data to 

make informed and accurate predictions about new patients. 

 

RESULTS  

 
Fig 1. Dataset 
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Fig 2. liver disease prediction 

 

 
Fig 3. Comparison graph 

 

CONCLUSION 

The Prediction of liver illness in patients has been examined and analysed in this paper. By 

using various techniques  the data has been cleaned by imputation of missing values with 

median, then dummy encoding is applied followed by outlier eliminated to improve the 

performance. In this research paper, various classification algorithm have been applied such 

as Decision Tree,  KNNeighbor and   Artifical Neural Network Based on algorithm applied, it 

is observed that models Decision Tree,  KNNeighbor algorithm gives better accuracy than the 

other classification algorithm. Therefore concluding that Decision Tree is appropriate for 

predicting liver disease. When a training data set is available, our proposed classification 

schemes can significantly enhance classification performance. Then, using a machine 

learning classifier, good and bad values are classified. Thus, the outputs of the proposed 

classification model show accuracy in predicting the result.  

FUTURE SCOPE 
The extent of our work is that we will apply deep learning techniques to predict liver disease. 

Some of the future directions are improve the accuracy of liver disease prediction and 

classification models is to include more diverse data sources, improving liver disease 

prediction and classification is to combine multiple machine learning techniques, machine 
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learning models can be trained to predict the likelihood of liver disease in individuals based 

on their unique characteristics. Another important direction in liver disease prediction and 

classification using machine learning is to develop models that are explainable. This means 

that the models should provide clear and interpretable insights into the factors that contribute 

to liver disease. Explainable models can help healthcare professionals to make better 

decisions and provide better care for patients. 
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