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ABSTRACT:  

 

As the foundation of the source of livelihood for a 

significant amount of the population and the Indian 

economy, agriculture is of paramount significance in the 

country. Being a major employer and contributor to 

India's GDP, farmers are crucial to the country's 

economic health. They produce a wide range of crops and 

engage in a wide range of agricultural activities, all of 

which contribute significantly to food security. Small 

landholdings, outmoded agricultural methods, water 

shortages, and market swings are just a few of the 

obstacles that Indian farmers encounter, despite the 

significance of their work. One such approach that shows 

promise in solving this problem is the combination of 

Machine Learning and Data Analytics. Precision 

agriculture aims in improving the efficiency, accuracy, 

and sustainability in farming by using data-driven 

approaches and cutting-edge technology. We provide a 

crop suggestion system in this article with the goal of 

assisting Indian farmers in making better judgments 

regarding the crops to plant by examining the 

geographical features of their fields, including other 

parameters such as soil type and environmental 

conditions, using data analytics. 
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1. Introduction 

 

Agriculture holds immense importance in India as it is the foundation of the country's economy 

and sustains the livelihoods of a significant portion of its population, especially in rural areas. 

Contributing to 19% of India’s GDP and employing over 50% of its workforce, agriculture and 

its allied sectors are a cornerstone of India's economy (Mahesh et al., 2023; Bais and Bahadur 

2023).  

Agriculture is not only a vital component of India's economy but also deeply intertwines with 

its cultural fabric, societal impact, and political landscape. Its significance goes beyond 

economic contributions, impacting the livelihoods and well-being of crores of Indians. Thus, 

for Indian farmers, their well-being and prosperity are paramount for the nation's overall 

economic health and development. Ensuring the sustainability and growth of the agricultural 

sector is crucial for India's overall development and food security (Kumar, 2019). 

Despite its importance, Indian agriculture faces numerous challenges, including small 

landholdings, outdated farming techniques, water scarcity, and market fluctuations. 

Modernization techniques, technological advancements, and political reforms are necessary to 

address these issues and enhance agricultural productivity (Priyadarshini and Abhilash, 2020).  

Precision farming entails employing technology and data-driven approaches to enhance various 

facets of agricultural practices, rendering them more efficient, precise, and sustainable (Singh, 

2022). In this paper, we intend to implement this using a crop recommendation system that 

specifically focuses on providing farmers with tailored guidance on crop selection based on 

various factors, encompassing soil conditions, climate patterns, historical data, and market 

trends.  

These systems use data analytics, and machine learning algorithms, and often employ sensors 

and remote sensing technologies to assess and analyse information related to the farm 

environment. By considering various parameters, A crop recommendation system seeks to 

assist farmers in choosing the right crops for their particular circumstances, leading to 

improved yields, resource efficiency, and overall productivity (Elbasi et al., 2023). 

 

2. Literature Review 

 

A great deal of effort has been made in this area, as seen by the many research papers that have 

been published. Data science and machine learning algorithms have been used to produce 

precision agriculture tools (Araújo et al., 2023; Sagana et al., 2023 and Sidhu et al., 2021), 

which assist farmers in making data-driven decisions about what crops to cultivate on their 

property (Roy et al., 2023 and Meshram et al., 2021). Many different kinds of crops have been 

investigated in many different places around the Indian subcontinent. 

A crop yield prediction system was presented in (Kumar et al., 2020) which makes use of 

historical information from the past, like rainfall, pH, temperature, and humidity to predict the 

output of various crops. The dataset used contained various types of crops across different 

locations in India. This data was then represented in a graphical format which was then used to 

extract correlation between various attributes. The system used random forest algorithms and 

decision trees as machine-learning techniques. Using random forest algorithm leads to a higher 

accuracy score and therefore, results in a higher chance of accurately predicting the forecasted 

yield of a particular crop. 

A system was developed (Rajak et al., 2017) that predicts the crop best suited to a particular 

type of soil at a location. The dataset used particularly contained soil-specific attributes and 

pertained to specific districts of Maharashtra as it was derived from a soil testing lab in 

Maharashtra. The dataset contains various attributes about the soil like permeability, depth, 

color, texture, pH, erosion, drainage, and water holding. It takes several crops like sorghum, 
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paddy, cotton, bananas, pulses, groundnut, sugarcane, vegetables, and coriander into 

consideration. Learning models used to develop the system were: Support Vector Machine 

(SVM), Naive Bayes, Random forest and Artificial Neural Network. 

Doshi et al., (2018) suggested AgroConsultant, a sophisticated system which works depending 

on the farm's location, the type of soil, the sowing season, and weather conditions such as 

temperature and rainfall, choose a crop to sow with knowledge by Indian farmers. The system 

consisted of two subsystems: Crop recommender and Rainfall predictor. The technique was 

applied to fifteen more minor crops in addition to the five major crops (bajra, wheat, rice, jowar, 

and maize). The dataset comprised the following attributes: temperature, precipitation, area 

parameters, soil type, top-soil thickness, soil PH, and aquifer thickness. Various machine 

learning techniques were employed, including Neural Network, Decision Tree, Random Forest 

and K-NN. Neural Network gave the best result. 

Integrating machine learning and IoT was suggested that could help in the prevention of soil 

degradation and the maintenance of healthy crops (Gosai et al., 2021). This is achieved through 

the utilization of an assortment of sensors capable of discerning factors including moisture 

content, pH, NPK, and soil temperature. Proposing a crop that would flourish in a particular 

location is the objective. Crop health is maintained and evaluated through the system's 

surveillance of soil moisture, pH, temperature, humidity, and NPK concentrations. Numerous 

machine learning approaches, notably Logistic Regression, Random Forest, Naïve Bayes, 

XGB, Decision Tree and Support Vector Machine were implemented by this system. 

Another work combines two previously discussed systems which can predict crop yield and 

recommended an appropriate crop (Israni et al., 2022). By predicting the yield of multiple 

crops, a farmer can gain valuable insights and he can choose the suitable crop to grow with the 

help of a crop recommendation system. The dataset they used constituted region-specific 

attributes which are collected from districts of Karnataka and the following crops were 

considered - Arecanut, cotton, Jowar, Maize (Corn), Bajra, and Rice. Machine Learning 

algorithms like Ridge Regression and XGB Regressor were used for the crop yield predictor 

and LightGBM was used for the crop recommendation system. Hyperparameter Tuning 

technique was used on these models to achieve better accuracy. 

 

3. Methodology 

 

The figure below illustrates the architecture of the system. The methods applied in the system 

are discussed below and summarized in “figure 1”. 

Figure 1. Block schematic of the suggested system 

 

 

 

1. Dataset Collection 
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We plan to utilize a complete dataset that we acquired from (Ingle, 2020) for this system, which 

includes variables such as humidity, soil pH, rainfall level, temperature, and the concentrations 

of phosphorus (P), nitrogen (N), and potassium(K), i.e., a total of 7 attributes. 2200 data 

examples from historical records collected till the year 2020 from various parts of India are 

included in the collection. The aforementioned parameters are provided for 22 different crops 

namely orange, musk melon, papaya, pigeon peas, rice, banana, maize, kidney beans, 

pomegranate, chickpea, watermelon, black gram, coconut, cotton, coffee, grape, jute, lentil, 

mango, moth beans, mung beans, and papaya. 

 

2. Data Pre-Processing 

To maximize the application of algorithms for machine learning, processing data is an essential 

initial step. The data is collected in its original, unprocessed state from several sources. Some 

data fields may be duplicated, inconsistent, or incomplete.  Therefore, it is essential to use 

various data pre-processing procedures at this phase to filter and analyse the data (Garcia and 

Herrera, 2015; Garcia et al., 2016).  

 

3. Data Visualization and Analysis 

A key component of data science is data visualization, which is the graphic representation of 

data using graphs, charts, and maps to reveal trends, offer insights, and effectively convey 

findings. Data visualization tools facilitate an avenue to see and understand trends & patterns 

and to single out anomalies in the data (Ajibade and Adediran, 2016; Keim and Kriegel, 1996). 

Data visualization tools and technologies are quintessential to analysing a plethora of 

information which in turn helps us make data-backed decisions.  

The following plots were generated through Jupyter Notebook (Project Jupyter 

Documentation, 2015) with the help of libraries such as matplotlib (Tosi, 2009) and seaborn 

(Waskom, 2021). 

 

Nitrogen Analysis 

Figure 2. Bar chart featuring crops requiring most and least nitrogen 

 

We can see in “figure 2” that cotton, coffee, muskmelon, banana, and watermelon require the 

highest amount of nitrogen while lentils, pomegranates, and oranges require the least. 

 

 

 

Phosphorus Analysis 
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Figure 3. Bar chart featuring crops requiring most and least phosphorus 

It is observed from “figure 3” that apples and grapes specifically require a high amount of 

phosphorus. On the other hand, we have orange, coconut, watermelon, musk melon, and 

pomegranate requiring very little phosphorus. 

 

Potassium Analysis 

 
Figure 4. Bar chart featuring crops requiring most and least potassium 

 

It can be seen from “figure 4” that apples and grapes likewise need a high concentration of 

potassium in the soil, following a similar trend to the previous graph. In line with the trend, 

oranges seem to require meagre amount of potassium. 

 

 

 

 

 

 

 

 

 

 

 

 

NPK Comparison 
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Figure 5. Bar chart comparing NPK values of various crops 

 

A comparison of the potassium, phosphorus, and nitrogen levels required across the 22 

different crops is given in “figure 5”. We can observe that kidneybeans, lentils, and pigeonpeas 

have very similar values for their N, P, and K requirements. The same observation can also be 

said for mothbeans and mungbeans.  This information could imply that the selection of these 

particular crops would depend on their other features. 

 

Rainfall, Temperature, and Humidity Analysis 

Figure 6. Bar chart comparing rainfall, temperature, and humidity requirements 

 

In the comparison between rainfall, temperature, and humidity in “figure 6”, we can observe 

that rice has the highest bar. This can be attributed to rice being a Kharif crop that requires high 

temperatures (over 25 degrees), high humidity, and high rainfall with over 100cm per annum. 

Chickpeas on the other hand have the shortest bar due to them being relatively drought-tolerant 

since they possess long taproots which can draw out water from deep within the soil. 
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Correlation Matrix 

Figure 7. Heatmap showing correlation between different features 

 

The heatmap of the various features of the dataset can be seen in “figure 7”. We can get insights 

into the correlation between different features with the help of this map with darker colours 

representing higher levels of correlation. 

We observe that potassium and phosphorus have a high level of correlation, which we also 

observed in the earlier graph where apples and grapes required high levels of both nutrients. 

 

Machine Learning Algorithms 

When working on a machine learning process, it is common to test many algorithms to 

determine the most effective one for a particular use case. The decision is influenced by 

elements such as the characteristics of the data, the kind of issue, interpretability needs, and 

computing constraints (Mahesh, 2020). Hence, we want to use a diverse array of machine 

learning methods to achieve a well-rounded approach. 

 

Decision Tree 

 
Figure 8. Accuracy Value given by Decision Tree 
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Decision trees are a type of machine learning method used for classification that divides a 

dataset into subgroups according to the values of input attributes. The idea is to build a structure 

that looks like a tree, where each node in the leaf indicates a class label and each interior node 

indicates a choice based on a characteristic The decision-making process involves recursively 

splitting the data until a stopping criterion is met as given in “figure 8”. The splits are 

determined by choosing the features that best separate the classes, often using measures like 

Gini impurity or information gain (Song and Lu, 2015). 

 

Gaussian Naive Bayes 

Figure 9. Accuracy Value given by Gaussian Naive Bayes 

 

One method of categorizing data using probabilistic machine learning is Gaussian Naive Bayes. 

It was created as a countermeasure to the Naive Bayes technique and is specially tailored for 

datasets with continuous characteristics that, presumably, follow a normal distribution. 

Gaussian Naive Bayes assumes the features are conditionally independent, which is considered 

"naive" given the class label, which makes the probability calculation easier (Kumar et al., 

2014). This method determines the probability of witnessing the feature values in order to 

provide predictions by using prior probabilities and a dataset that contains attribute values for 

every class as given in “figure 9”. 

Support Vector Machine 

 

Figure 10. Accuracy Value given by Support Vector Machine 

Support Vector Machine (SVM) is a helpful supervised machine-learning technique for 

regression and classification tasks. In order to do this, it locates the hyperplane in three 

dimensions that efficiently separates the input data into many classes. Enhancing the boundary 

which is the distance between each class's nearest data point and the hyperplane is the ultimate 

objective of the support vector machine (SVM) technique. This method can handle both linear 
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and non-linear interactions and complex decision boundaries (Cortes and Vapnik, 1995) since 

it makes use of kernel functions as shown in “figure 10”. 

Logistic Regression 

Figure 11. Accuracy Value given by Logistic Regression 

 

Another kind of supervised machine learning technique is logistic regression. Its primary use 

is in classification problems with binary target classes. Logistic Regression is primarily 

employed for classification tasks, contrary to its name, instead of regression tasks as given in 

“figure 11”. Using the logistic function, the link between the input characteristics and the 

likelihood of falling into a specific class is predicted using logistic regression. The algorithm 

predicts the probability that an instance falls into the positive class, and a decision boundary is 

set to classify instances into either the positive or negative class based on a chosen threshold 

(Lavalley, 2008). 

Random Forest 

Figure 12. Accuracy Value given by Random Forest 

In the domains of classification and regression, Random Forest emerges as an exceptional 

ensemble machine learning methodology. By employing bootstrapped sampling, a forest of 

decision trees is generated, with each tree being trained on a unique and randomly selected 

subset of the data. Randomization is implemented as the method constructs the trees; at each 

node, a randomly selected subset of attributes is considered as shown in “figure 12”. The 

outcomes derived from each tree are aggregated in order to generate a forecast, while for 

classification purposes the class that receives the most votes are chosen (Lantz, 2015). 

 

eXtreme Gradient Boosting (XGBoost) 

Belonging to the gradient boosting framework family, Extreme Gradient Boosting, or 

XGBoost, is a robust and highly effective machine learning technique. It really helps with 

regression and classification problems. The objective of XGBoost's cascade of decision trees 

is to correct the errors made by preceding trees. To achieve the minimization of a loss function, 

gradient descent optimization is utilized. XGBoost is distinguished by its ability to process 

missing data, its regularization strategies to prevent overfitting, and the parallelization of 
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training to accelerate calculations as shown in “figure 13”. In numerous practical applications 

and machine learning competitions, XGBoost has garnered acclaim for its lightning-fast 

execution, scalability, and exceptional predicted precision (Chen and Guestrin, 2016). 

Figure 13. Accuracy Value given by XGBoost 

 

Light Gradient Boosting Machine (LightGBM) 

Microsoft developed the Light Gradient Boosting Machine, or LightGBM, which is a very 

effective and scalable gradient boosting system. When applied to large-scale machine learning 

tasks, it truly excels. LightGBM implements a methodology for leaf-by-leaf tree development, 

histogram-based learning to facilitate accelerated computations, and distinctive feature 

aggregation to optimize the processing of categorical data. In order to efficiently handle 

extensive datasets, gradient-based one-side sampling (GOSS) is implemented. LightGBM has 

garnered significant acclaim in practical scenarios and machine learning competitions due to 

its rapidity, flexibility, and capability to process massive amounts of data in parallel as given 

in “figure 14”. These characteristics are particularly critical in situations where quickness and 

precision are of the utmost importance (Ke et al., 2017). 

Figure 14. Accuracy Value given by LightGBM 

 

4. Results and Observations 
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Figure 15. Accuracy Values given by Machine Learning Models 

 

Figure 16. Comparison of the machine learning models' accuracy 

The accuracy comparison between several models for machine learning that were built for the 

study is shown in “figure 16”. Among the machine learning models we trained, XGBoost and 

LightGBM models resulted in the highest accuracy scores as highlighted in “figure 15”. Due 

to the nature of these two machine learning algorithms being fast, efficient, and lightweight, 

their models are perfect for being implemented in real-life applications such as a web/mobile 

app for a crop recommendation system. 

 

Conclusion and Future work 

The main goal of the work was to develop an all-encompassing approach for crop 

recommendation that considers an extensive array of environmental parameters with the 

intention of identifying the most optimal crop to cultivate from a multitude of feasible 

alternatives. This was achieved by developing models utilizing the aforementioned machine 

learning techniques and subsequently identifying the model that generated the highest level of 

accuracy for our dataset. 

For the initial release of the web application, the most precise model will be utilized. Another 

future work is to create a feature selection technique that reduces the total number of input 

variables that are used in the model. In the real world, it may be challenging to quantify every 

characteristic in our dataset which could be explored further. 
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