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ABSTRACT:  
 

Gender plays an important role in many areas like health care, E-

commerce. In light of the ongoing growth in the computer vision 

domain, various applications that depend on extracting biometric 

data, such as facial gender identification for purposes like access 

control, security, or marketing, are gaining prevalence. A standard 

gender classifier necessitates a substantial number of training 

samples to grasp a wide range of discernible features. Convolutional 

Neural Networks (CNNs) have established their effectiveness in tasks 

involving image classification, and Xception, an extension of the 

Inception architecture, has showcased cutting-edge performance 

across diverse computer vision applications. This research explores 

the application of the Xception neural network architecture for gender 

classification using facial images. The dataset used for training and 

evaluation consists of diverse facial images representing a broad 

spectrum of ages, ethnicities, and expressions. To improve the 

model's capability to capture significant features from facial images, 

preprocessing methods are employed. The devised model 

incorporates a pre-trained Xception model, integrated into an 

ensemble framework comprising Support Vector Machines (SVM), 

Random Forest, and AdaBoost. Our experimental outcomes indicate 

that training the model on a set of synthetic images yields 

performance comparable to existing state-of-the-art methods, which 

utilize authentic images of individuals. The average classification 

accuracy for each classifier falls within the range of 94% to 95%, 

mirroring the performance of previously proposed approaches. 
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1. Introduction 

 

In Biology, human gender classification generally refers to the biological attributes that 

determine an individual's classification as male, female, or third gender. Machine Learning 

(ML) methods, including but not limited to CNNs, are employed for gender classification due 

to their ability to learn patterns from data. ML can be applied to diverse data types, including 

images, voice recordings, or textual data, making it versatile for gender classification across 

different modalities [8]. ML-based gender classification can be integrated into human-

computer interaction systems to create personalized user experiences. Interfaces and content 

can be adapted based on the identified gender, enhancing user satisfaction. ML-based gender 

classification is used in healthcare research for analyzing demographic trends, studying gender-

specific health issues, and improving public health planning [9]. ML algorithms can be 

employed for gender classification in social media analytics. This information is valuable for 

businesses, advertisers, and researchers studying online behavior. ML models provide 

automated and data-driven insights, aiding decision-makers in making informed choices based 

on gender-specific patterns and trends. 

 Machine learning models have the potential to adopt biases existing in their training 

data, resulting in predictions that reflect those biases [10]. Gender classification may infringe 

on privacy rights, especially if applied without consent. Some datasets may lack diversity, 

leading to models that may not generalize well across different demographics. Gender 

classification based on appearance may not accurately reflect an individual's gender identity. 

The effectiveness of machine learning models relies significantly on the quality and 

representativeness of the training data. When the training data exhibits biases toward specific 

demographics, the model is susceptible to inheriting and perpetuating those biases. This can 

result in unfair predictions and the reinforcement of stereotypes. Training datasets may not 

fully represent the diversity of gender identities and expressions [11]. This can result in models 

that are less accurate when applied to individuals outside the demographics represented in the 

training data. ML models may inadvertently amplify existing biases present in the training data.  

A CNN design that works well for classifying genders is called Xception. The design 

is efficient and lightweight, and it can be trained with comparatively minimal datasets. It is thus 

perfect for use in embedded systems or on mobile devices. The following are some benefits of 

classifying gender using Xception. It has been shown that Xception produces state-of-the-art 

outcomes on many criteria for gender categorization. Xception is an architecture that is 

lightweight, efficient, and trainable on comparatively tiny datasets. It is thus perfect for use in 

embedded systems or on mobile devices. With extensive image classification datasets like 

ImageNet, Xception may be pre-trained. This enables it to pick up characteristics that are 

helpful for a range of other tasks, such as identifying gender [12]. A basic gender categorization 

model based on Xception will be trained using this code. A collection of photos together with 

the matching gender classifications will be used to train the model. The model may be used for 

predicting the gender of fresh photos after it has been trained. An effective method for 

classifying gender is Xception. Its architecture is lightweight, effective, and capable of 

producing cutting-edge outcomes [13]. 

 Xception's gender categorization feature is a strong tool with several uses. Its 

architecture is lightweight, effective, and capable of producing cutting-edge outcomes. Its 

performance on problems involving gender categorization may be further enhanced by using it 

for transfer learning as well. It has been shown that this produces cutting-edge outcomes on 

several gender categorization standards. The accuracy of other security systems, such as face 

recognition software, may be increased by using gender categorization [14]. Ads may be 

targeted to the correct audience and marketing efforts can be made more personalised by using 

gender categorization. In order to provide gender-specific therapies and get a deeper 
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understanding of how gender affects illness and treatment, gender categorization may be used 

in the healthcare industry. In education, gender categorization may be used to identify pupils 

who might require more help and to provide individualised learning experiences [15]. The 

design is efficient and lightweight, and it can be trained with comparatively minimal datasets. 

It is thus perfect for use in embedded systems or on mobile devices. Large image classification 

datasets like ImageNet may be used to pre-train it. This enables it to pick up characteristics that 

are helpful for a range of other tasks, such as identifying gender. The working of the traditional 

Xception is shown in figure 1. 

 

 
Figure 1: Traditional Architecture of Xception Model 

 

2. Literature Survey 

 

In [1], Valliappan Raman et al. stated that because of its resilience, deep learning is the 

recommended technique for facial analysis. A StyleGAN-generated dataset of synthetic facial 

images is proposed, exhibiting great accuracies that are on par with current techniques. To 

lessen the requirement for genuine facial photos and lower privacy threats, the study advises 

employing StyleGAN-generated examples. However, a short number of training samples might 

cause a model's accuracy to decline without an early termination. Increasing the sample size or 

using image augmentation can help the model become more accurate. A custom-built model 

may not perform as well as a modified pre-trained model such as VGG16, especially if the two 
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were trained on unrelated tasks. For pre-trained models, early halting shortened the training 

period. To create visuals contingent on age, ethnicity, or posture, more study is required. It is 

advised to use crowdsourcing to increase the number of viewpoints on the generated images' 

labels and enhance the precision of the ground truth label. 

In [2], Ammar Almomani et al. said that voice gender, age, and accent classification techniques 

included the use of back-propagation and bagging algorithms. The goal of the project is to 

create a system known as CVGAA that uses backpropagation and bagging methods, which are 

very accurate and precise in speech recognition systems, to predict and categorise gender, age, 

and accent. A voice's gender was determined using the first dataset. The second dataset is a 

speech corpus called Common Voice. The algorithm that bagged data had the best accuracy in 

classifying people by age. Out of all the methods, the Bagging technique also had the highest 

accuracy. People were identified using the third dataset according to their linguistic origins. 

The authors suggest that in order to acquire embeddings from raw waveforms, future research 

might investigate more recent designs such as wav2vec2.0. MLS or CommonVoice datasets 

might be used to adapt the suggested technique to additional languages.  

In [3], Hina Tabassum et al. stated that the measurement of biological changes in a population 

is done through the use of anthropometry, a subfield of morphometry. It entails measuring 

anatomical components, which are relevant to anthropology, epidemiology, and psychology. 

For dimension reduction in huge datasets, classification techniques like clustering and decision 

trees are employed. A minimum of twelve anthropometric measurements are required for 

gender categorization in order to train the classifier. In this investigation, a boosting tree 

method yielded an accuracy rate of 98.42% with twelve important factors. Nevertheless, the 

study is restricted to highly skilled statistical software users and sophisticated research 

methodologies. Additionally, this research study's literature evaluation is lacking. Future 

technological developments could make it simpler to forecast offenders or similar people with 

minimal research.  

In [4], Muhammad Mustapha et al. stated that improvements in information technology and 

computer science have led to a growth in computer intelligence and capabilities. Using a 

limited dataset, the proposed study investigates the impact of a twofold face detection 

technique on the accuracy of gender classification, yielding 84% accuracy for double face 

detection and 74% accuracy for single face detection. A balanced collection of face image data 

for gender categorization may be found in the FEI dataset. Greater training dataset size 

increases model accuracy. For certain issues, small datasets can yield great accuracy; one 

example of this is the FEI dataset, which has one face per image. The suggested study was 

assessed using the FEI dataset, yielding 84% accuracy for Experiment 2 and 74% accuracy for 

Experiment 1. 

In [5], Faycel Abbas discussed the local binary pattern and how it relates to gender 

categorization based on handwriting. It is suggested to use a support vector machine classifier 

in conjunction with local characteristics to classify gender in online handwriting. Research 

indicates a relationship between writer gender and handwriting. This study examines several 

methods for identifying writer gender from scanned handwriting images, obtaining a 76.68% 

classification rate on a dataset of Arabic and English writing samples. The MLBP descriptor is 

assessed using an SVM classifier in this technique, which makes use of a variety of texture-

based measures. Trials on a subset of the writer identification dataset from Qatar University 

show how successful the strategy is. A portion of the QUWI dataset—which consists of 

contributions from authors who have submitted four manuscripts in both Arabic and English—

was utilised for the system's experimental assessment. The suggested strategy yields a 

classification rate that is comparable to other approaches reported in the literature and is 

appropriate for classifying gender. 
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In [6], Kota Sandeep et al revealed that the lack of readily available, precisely labelled datasets 

may be addressed by using a simple network design for age and gender categorization. Training 

distinct age classifiers for each gender can enhance gender and age categorization, which is 

crucial for clinical practise, behavioural science, and human-machine interactions. The 

necessity for private and uncommon personal information, such as gender and date of birth, is 

the reason for data scarcity. Using live video frames, a convolution neural network model has 

been created to classify people's age and gender in real time. The findings demonstrate the 

viability of employing neural networks for real-time human emotion detection. 

In [7], Mohsen Rohani et al. report that a deep learning architecture is used in this study to 

provide a method for determining gender, age, and grin from face photos. Using a multi-task 

deep learning framework, a method was shown for detecting age, gender, and grin from face 

photos. This method surpassed recently developed advanced approaches in terms of accuracy 

and boosted total accuracy by using characteristics from many layers. The technique was tested 

on datasets and yielded results that were on par with state-of-the-art techniques for gender 

classification, age identification, and grin recognition. The procedure entails preprocessing the 

photos and extracting faces with a convolutional neural network. Through the use of a D-CNN 

and feature extraction from the GENKI-4K and IMD-WIKI datasets, the suggested framework 

increases the accuracy of grin recognition. Three tasks from different datasets were used in the 

analysis. Table 1 presents the various analysis on the existing approaches 

 

Table 1: Comparative Analysis on the Existing Approaches 

S. No Author Method Merits Demerits Accuracy 

1 
Valliappan 

Raman 
StyleGAN 

Less time to 

process, 

augmentation 

included to 

improve 

accuracy 

Misclassification 

of samples, not 

much diversity 

is explored, only 

binary 

classification 

84.78% 

2 
Ammar 

Almomani 
CVGAA 

Removed all 

the duplicates, 

simple 

execution 

Some incorrect 

classifications 

should be taken 

care of, and can 

be improved by 

optimization 

87.1% 

3 
Hina 

Tabassum 

boosting 

tree 

algorithm 

Dimensionality 

reduction has 

reduced the 

computational 

time, easy to 

understand 

Lengthy process, 

should work on 

more existing 

procedures 

88.42% 

4 
Muhammad 

Mustapha 

twofold 

face 

detection 

approach 

FaceNet 

performed 

feature 

extraction, also 

detects 

multiple faces 

in a single 

frame. 

More likely to 

identify male 

faces than the 

alter, mis-

classifications 

84% 
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5 
Faycel 

Abbas 
SVM 

LBP, unique 

identification 

process. 

More number of 

features are 

selected so 

processing will 

be more, binary 

classification 

76.68% 

6 
Kota 

Sandeep 
CNN 

Automated 

process, also 

implemented 

transfer 

learning. 

Need more 

memory, takes 

more time. 

- 

7 
Mohsen 

Rohani 
D-CNN 

Also detects 

other 

parameters, 

evaluated on 3 

different 

datasets 

Scalability, 

robustness on 

real-time 

detection 

86.63% 

 

2.1. Materials Used: There are several datasets available for gender classification, covering 

different domains and modalities. Some popular datasets include: 

1. CelebA : This dataset has 40 attributes. It is used for large scale requirement of such data. There 

are nearly 200,000 images in the dataset. It has binary class label. 

2. Adience: This dataset encompasses the attributes under consideration, specifically age and 

gender labels. These attributes play a crucial role in the analysis and categorization of the 

collected data. The dataset comprises a variety of images sourced from the internet. The 

diversity in the image collection enhances the comprehensiveness of the dataset, providing a 

wide range of visual information for analysis. Within this category, the focus is on the 

classification of gender into two distinct classes: Male and Female. This binary classification 

system simplifies the categorization process and facilitates gender-related analysis in the 

dataset. 

3. Labeled Faces in the Wild (LFW): While primarily designed for face recognition tasks, these 

labels extend their usability to include gender classification. This dual-purpose classification 

system enhances the dataset's versatility, accommodating a range of facial analysis 

applications. The inclusion of labeled identities enhances the dataset's utility for tasks such as 

identity recognition and verification. 

4. IMDB-WIKI: The inclusion of age information, along with gender labels, enriches the dataset, 

providing valuable insights for analyses related to both demographic characteristics. Within 

this category, the dataset is composed of images obtained through crowdsourcing, sourced 

specifically from IMDb and Wikipedia. The use of crowdsourced images ensures diversity and 

a broad representation of individuals, contributing to the dataset's comprehensiveness. 

5. UTKFace: The dataset consists of facial images specifically chosen for their diversity in terms 

of age, gender, and ethnicity. This intentional focus on diversity ensures a representative 

collection, catering to a broad range of demographic factors and making the dataset versatile 

for various analyses. The inclusion of age, gender, and ethnicity labels enhances the dataset's 

richness, allowing for a comprehensive exploration of demographic characteristics. 

6. Gender Classification: Gender, as a construct shaped by societal norms, influences the distinct 

treatment received by males and females from birth, shaping their behaviors and preferences 

to align with societal expectations for their respective genders. This modest dataset is crafted 

to explore the possibility of predicting an individual's gender with an accuracy significantly 
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surpassing 50%, based on their personal preferences. Comprising 5 attributes, the data is 

sourced from individuals representing 21 different nationalities.  

7. Gender Classification Dataset: The dataset comprises cropped images of both male and female 

subjects, segregated into training and validation directories. The training set encompasses 

approximately 23,000 images for each gender class, while the validation directory contains 

around 5,500 images for each class. This division facilitates the development and assessment 

of models on distinct subsets for effective analysis and validation.  

8. Simple Gender Classification: This dataset can be used for various classification and data 

analysis tasks, such as predicting an individual's gender or income level based on their 

occupation, education level, and other demographic factors. 

9. Gender Classification 200K Images: This dataset is used for Gender Classification with images. 

The dataset consists of almost 200K images which are almost 1.3GB in size. The dataset has 

10 columns. Table 2 presents the analysis of different datasets.  

 

Table 2: Analysis on the Dataset of Existing Dataset 

S. No Dataset No of attributes Class label 

1.  CelebA 40 Male, Female 

2.  Adience Age, Gender Male, Female 

3.  
Labeled Faces in the Wild 

(LFW) 
Identity labels Male, Female 

4.  IMDB-WIKI Age, Gender Male, Female 

5.  UTKFace 
Age, Gender, 

Ethnicity 
Male, Female 

6.  Gender Classification 5 attributes Male -M, Female- F 

7.  Gender Classification Dataset 
58700 images 

approx. 
Male, Female 

8.  Simple Gender Classification 10 attributes Male, Female 

9.  
Gender Classification 200K 

Images 
203k images Male, Female 

 

3. Proposed Methodology 

 

The need for gender classification using Convolutional Neural Networks (CNNs) arises from 

various applications such as security, marketing, healthcare, and more. CNNs are particularly 

well-suited for image-based tasks, making them effective for classifying gender based on facial 

features or body images. CNNs are particularly well-suited for image-based tasks due to their 

ability to automatically learn hierarchical features from data. This makes them effective for 

extracting complex patterns and representations from facial or body images, which are 

commonly used for gender classification. Gender classification often relies on the recognition 

of facial features, and CNNs excel at analyzing spatial relationships in images. CNNs excel at 

learning hierarchical representations of features. In the context of gender classification, these 

features might include facial expressions, hair length, and other subtle cues that are relevant 

for distinguishing between male and female individuals. The proposed model integrates the 

Xception model with ensemble classifier because if some individual models, including the 

Xception model, are sensitive to noise or outliers in the data, the ensemble approach can help 

smooth out these variations. Outliers or misclassifications from one model may be 

compensated by correct predictions from other models in the ensemble. 

3.1. Framework of Xception Model: Xception's use of these three types of blocks and 

depthwise separable convolutions contributes to its efficiency and effectiveness in image 

classification tasks.  
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3.1.1. Entry Flow Block in Xception: This block contains 4 major components i.e., seperable 

convolutions which can efficiently capture spatial hierarchies and reduce the number of 

parameters. Residual & short cut connections, these connections play a crucial role in the 

information flow. They enable the model to learn both the high-level abstract features and the 

identity mapping when necessary. Batch normalization helps to regularize the learning process, 

improving the model's ability to generalize to unseen data. The mathematical computation of 

this block is shown in equation (1) 

𝐸𝑛𝑡𝑟𝑦_𝑂𝑢𝑡𝑝𝑢𝑡 = 𝛾(
∑ 𝑊𝑖∗𝐼𝑛𝑝𝑢𝑡𝑖−𝜇𝑛

𝑖=1

𝜎
) + 𝛽 – (1) 

A group of convolutional layers make up the entrance flow block in Xception, which is 

used to analyse input images and extract information at various sizes. It is composed of the 

following levels. ReLU and batch normalisation are applied after two typical 3x3 layers of 

convolution, the first with 32 filters & the second with 64. A depthwise convolution and a 

pointwise convolution are the two components of each of the three depthwise separated 

convolutional blocks. There are 128 filters per block. two strides and a 3x3 kernel are used in 

the max pooling layer. The entrance flow block is intended to increase the total amount of 

channels while progressively decreasing the input image's spatial dimension. This aids in the 

network's ability to extract more intricate elements from the image. A 19x19x728 tensor is the 

entrance flow block's output. Xception's middle flow block, which is made up of eight similar 

blocks, receives this tensor next. Batch normalisation, residual connections, and depthwise 

separable convolutions are all present in each block. An essential component of Xception is the 

entrance flow block, which aids in the network's ability to extract features at various sizes from 

the input image. To perform well on image segmentation and classification tasks, this is 

necessary. Figure 2 presents the entry block of Xception module 

  

 
Figure 2: Architecture for the Entry Block 

 

3.1.2. Middle Flow Block in Xception: The Middle Flow Block in Xception is responsible for 

building deeper representations of features by repeating a specific set of operations. It helps 

capture complex patterns and hierarchies in the data. The Depthwise Separable Convolution is 

a key component of the Middle Flow Block in the Xception architecture. This type of 

convolutional operation is designed to be more parameter-efficient compared to traditional 

convolutions. 
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Table 3: Trade-off between convolution layers 

Traditional Convolution Depthwise Convolution 

In a standard convolutional layer, a 

filter/kernel is applied to the entire input 

volume, considering all input channels. This 

operation involves a significant number of 

parameters, especially when dealing with 

3D data 

Depthwise Separable Convolution 

decomposes the standard convolution into 

two steps: depthwise convolution and 

pointwise convolution. 

 

3.1.2.1. Depthwise separable convolutions in Xception 

One kind of convolution that may be utilised to lower the quantity of parameters and 

calculations needed for inference is depthwise separable convolutions. A CNN design called 

Xception substitutes depthwise separable convolutions for conventional convolutions. In order 

to create depthwise separable convolutions, a regular convolution is split into two steps: Sub-

depth convolution: A convolution that is carried out separately for every channel in an input 

tensor is called a depthwise convolution. This indicates that every channel has its own filter. 

Convolution carried out using a 1x1 kernel is referred to as a pointwise convolution. This 

indicates that just one pixel at time is affected by the filter. While it is more efficient, the result 

of combining a depthwise & pointwise convolution is the same as a regular convolution. This 

is due to the fact that the pointwise convolution and the depth-wise convolution only need to 

be done once per channel and channel, respectively. Xception's convolutional blocks are all 

based on depthwise separable convolutions. As a result, Xception has one of the best CNN 

architectures out there. Figure3 presents the depth wise seperables 

 

 
Figure 3: Working of Depth Wise Seperables 

 

In the Middle Flow Block, residual connections are added around each depthwise separable 

convolutional layer. The output of the depthwise separable convolution is added to the original 

input, promoting the flow of information and facilitating training. Eight similar blocks make 

up the middle flow block in Xception, which is utilised to extract more intricate information 

from the input image. The following layers make up each block. a 1x1 depth-separable conv 

with 128 adjustments, batch normalisation, and ReLU thereafter. a 128-filter, 3x3 depthwise 

separable convolution, followed by batch norm and ReLU. a 1x1 point-wise conv with 128 
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adjustments, then batch norm and ReLU. a residual link that increases the pointwise 

convolution's output by the input tensor. The centre flow blocks is designed to progressively 

add more channels to the feature maps while maintaining the same spatial dimensions. This 

facilitates the network's learning of more intricate input image representations. A 19x19x728 

tensor is the middle flow block's output. After that, this tensor is sent to Xception's exit flow 

block, which is made up of a layer of pooling global averages, a pointwise convolution, & a 

depthwise separable convolution. An essential component of Xception is the central flow unit, 

which aids in the network's ability to learn intricate models of the input image. To perform well 

on image segmentation and classification tasks, this is necessary. Figure 4 presents the middle 

flow block 

 

 
Figure 4: Middle Flow Architecture 

 

3.1.3. Exit Flow Block in Xception: The exit block contains 5 components out of which, the 

main components are residual block and average global pooling block. 

3.1.3.1 Residual Block: A Residual Block is a fundamental component of deep neural networks, 

introduced to address the vanishing gradient problem. It consists of a shortcut connection that 

allows the gradient to flow more easily during backpropagation, facilitating the training of very 

deep networks. Residual Blocks are commonly used in architectures like ResNet (Residual 

Networks) and have significantly contributed to the success of deep learning models in various 

tasks. the residual block in X promote Xception feature reuse, facilitates gradient flow, and 

contributes to the model's parameter efficiency, leading to improved performance in tasks such 

as image classification. Residual blocks address the vanishing gradient problem, which can 

occur in deep networks during backpropagation. The presence of shortcut connections allows 

gradients to flow directly through the network, facilitating the training of very deep networks. 

The middle flow block's feature maps are processed by a group of layers in Xception's 

exit flow block to create the final output tensor. It is composed of the following levels. a 728-

filter depth-wise separable convolution, is the central flow unit. A 2048-filter pointwise 
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convolution is succeeded by ReLU & a batch norm. an average pooling layer worldwide. The 

exit flow block is made to increase the number of channels while progressively decreasing the 

overall dimension of the feature maps. In this way, the input image's more abstract 

representations are taught to the network. After the feature maps are transformed into a single 

vector by the global average pooling layer, they may be sent to a fully connected layer for 

regression or classification. The exit flow block produces a vector of 2048 dimensions as its 

output. A FC layer may then receive this vector for regression or classification. Part of Xception 

that is crucial is the exit flow block, which aids the network in learning abstract models of the 

input image and generates an output vector that may be used for regression or classification. 

Figure 5 components of Exit Block 

 

 
Figure 5: Components of Exit Block 

 

3.2. Integration with Ensemble Classifier: Ensemble can further enhance transfer learning by 

combining knowledge from multiple pre-trained models, each fine-tuned for different aspects 

of the task. When the system has a limited amount of task-specific labeled data, training a 

robust model from scratch might be challenging. Ensemble pre-trained models with task-

specific fine-tuning or additional models can enhance the overall model's performance, 

leveraging the knowledge encoded in the pre-trained weights. The proposed research combines 

3 different categories of algorithms ranging from basic to boosting.  

3.2.1. SVM Decision for Gender Classification: The hybrid approach leverages the strengths 

of both the pre-trained model and the SVM for an effective gender classification system. SVMs 

can use different kernels (e.g., linear, polynomial, radial basis function) to handle non-linear 

relationships in the data. Fine-tuning the kernel and its associated parameters can significantly 

impact the model's ability to capture complex patterns.  

3.2.1.1. Fine Tune Parameters of SVM: 

A. Need of probability parameter in SVM tuning: Support Vector Machines (SVMs) belong to 

the category of supervised learning algorithms utilized for tasks involving classification and 

regression. SVMs operate by identifying the hyperplane that most effectively segregates data 

points into distinct classes. When engaging in the fine-tuning of SVMs, the concept of 

probability parameters may arise, particularly within the realm of soft-margin SVMs and 
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probabilistic classification. The inclusion of the probability parameter in SVM tuning is closely 

linked to soft-margin SVMs and proves pertinent when employing SVMs for classification 

purposes. In the context of soft-margin SVMs, the primary goal is to determine a hyperplane 

that not only separates the data but also minimizes classification errors while maximizing the 

margin between classes. Referred to as the probability parameter, this parameter, commonly 

denoted as "probability" in SVM implementations such as scikit-learn in Python, provides the 

option to activate or deactivate probability estimates for SVM classification. The awareness of 

probability estimates becomes crucial when considering the adjustment of the decision 

threshold for class assignment. 

B. Kernels: The extracted features from Xception are then used as input to the SVM with a 

polynomial kernel. The polynomial kernel function takes the dot product of the feature vectors 

and adds a constant term. It then raises the result to a specified degree. The selection of degree 

and their updation process is shown in figure 6 

 

 
Figure 6: Fine Tuning of SVM based on Kernel Type 

 

3.2.2. Random Forest for Gender Classification:  The algorithm builds multiple decision trees 

during training and outputs the class that is the mode of the classes (classification) of the 
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individual trees. For each decision tree, a random subset of features is selected at each split. 

This introduces additional randomness and ensures that different trees in the forest focus on 

different sets of features. The proposed model tunes 3 important parameters in this approach. 

Table 4 presents the fine tuning of random forest 

 

Table 4: Fine Parameters in Random Forest 

Name Description Values 

n_estimators 

It determines the number of trees that will 

be grown in the forest during the training 

phase 

Multiples of 1000 

random_state 

Setting a specific seed ensures that the 

random processes, such as the random 

sampling of data points for building trees 

or the random selection of features at each 

split, are reproducible 

Any integer value 

criteria 

It determines the function used to measure 

the quality of a split at each node of a 

decision tree. 

1. Gini impurity is 

minimized when all the data 

points in a node belong to a 

single class, indicating a 

pure node. 

2. In entropy, the goal is to 

maximize the reduction in 

entropy at each split, leading 

to more organized and 

homogenous nodes. 

 

3.2.3. Boosting Xception Model Features: AdaBoost gives less weight to misclassified 

samples, which can make the overall model more robust to outliers and noisy data points. This 

can be advantageous in scenarios where the Xception model may encounter outliers during 

training. AdaBoost can be adapted for multi-class classification problems using a technique 

called "AdaBoost.MH" (AdaBoost with Multi-class Hypotheses). It initializes the each weights 

using the equation (2) 

𝑊𝑒𝑖𝑔ℎ𝑡𝑖 = ∑
1

𝑛𝐾

𝑛
𝑖=1 ∗  log (

1−𝑊𝑖−1

𝑊𝑖−1
) – (2) 

Where, 

W is the weight 

n is the number of samples 

k is the estimators of the weak records 

The key difference in the multi-class adaptation is that each weak classifier is trained to 

distinguish one class from the rest. The final prediction involves combining the weak classifiers 

for each class and selecting the class with the highest weighted vote. The AdaBoost.MH 

algorithm can continue for a predefined number of iterations or until a specified accuracy is 

reached. The intuition is similar to binary AdaBoost, where emphasis is given to misclassified 

samples to improve the performance of the ensemble on difficult-to-classify instances. The 

working of ADABOOST is shown in figure 7 
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Figure 7: Working of ADABOOST for updating the weights of Weak Samples 

 

3.2.4. Soft Ensemble: Each model in the ensemble independently makes predictions on the 

input data. These predictions are typically class labels for classification tasks. Weighted 

averaging involves assigning a weight to each model's prediction based on its confidence or 

performance. Models with higher confidence or better performance may have a greater 

influence on the final prediction. The final working of proposed model is shown in figure 8 
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Figure 8: Integration of Xception with Soft Ensemble for Gender Classification 
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4. Results & Discussion 

 

 
Figure 9: Selected Features in Xception 

 

In figure 9, it represents the extracted features from each sample using the Xception module. 

The architecture of Xception allows for hierarchical feature learning. Different layers in the 

network capture features at different levels of abstraction. Lower layers capture low-level 

features like edges and textures, while deeper layers capture more complex and abstract 

features. This hierarchical representation is beneficial for various computer vision tasks. 

 

 
 

 
Figure 10: Gender Classification using Soft Xception Module 

 

In Figure 10, for classification it computes the confidence level. In the realm of machine 

learning, especially within classification tasks, confidence serves as a metric indicating the 

level of certainty a model possesses regarding its predictions. This metric is closely linked to 
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the probabilities assigned to the predicted classes.  In simpler terms, confidence corresponds to 

the highest probability assigned to any class. If a model predicts probabilities for both Class 1 

and Class 0, the confidence is determined by the greater of the two probabilities. This provides 

insight into the model's certainty in its prediction, with a higher confidence value indicating a 

stronger level of certainty. For scenarios involving multi-class classification with more than 

two classes, the formula extends to: 

Confidence = max(P(Class_1), P(Class_2), ..., P(Class_N)) 

Here, N represents the number of classes, and the maximum probability is selected from among 

all classes. As an illustration, consider a model predicting probabilities for three classes (A, B, 

C), with the following probability outputs: 

P(A) = 0.2 

P(B) = 0.6 

P(C) = 0.3 

In this case, the confidence is computed as max (0.2, 0.6, 0.3) = 0.6, indicating that the model 

is most confident in predicting Class B. It's essential to recognize that the interpretation of 

confidence values can vary depending on the context and the specific model employed. For 

instance, neural networks often employ a softmax function to output probabilities, ensuring 

their summation to 1 across all classes. In such instances, the class with the highest probability 

is typically chosen as the predicted class, and its probability can be regarded as the confidence 

score. 

 

 
Figure 11: Accuracy and loss with proposed model 

 

Figure 11 represents the accuracy and loss graph per epoch. It compares training and testing 

data for comparing the performance at every step. Training data is gradually increasing and 

testing data is decreasing. Both are stable in their performances.   

 

5. Conclusion 

 

In this research, we initiate the image processing pipeline by identifying and extracting the 

facial regions within a given image, streamlining the subsequent training process. These 

processed images serve as the training dataset for a gender classifier, aiming to differentiate 

between females and males. This study has demonstrated the effectiveness of the Xception 

neural network architecture in the task of gender classification using facial images. The 

utilization of deep learning techniques, especially harnessing the capabilities of Xception, has 

played a pivotal role in achieving precise and robust results in gender classification. The high 
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accuracies attained in our study are nearly on par with those of existing state-of-the-art 

methods. These results open avenues for further exploration, suggesting the potential use of 

Xception and an ensemble model comprising random forest, Support Vector Machine, and 

AdaBoost-generated samples as training data. This approach aims to minimize reliance on 

actual facial images, thereby mitigating potential privacy risks. The experiments not only 

present a proficient gender classifier but also articulate discernible and easily understandable 

discriminant rules. For future endeavors, it would be worthwhile to delve into additional fine-

tuning strategies, scrutinize the interpretability of the model's decisions, and address any 

inherent biases in the training data. This study contributes significantly to advancing our 

comprehension of deep learning applications in gender classification, establishing a foundation 

for ongoing research in this vital and interdisciplinary field. Furthermore, incorporating 

multiple perspectives on the gender of the subject in the image could potentially enhance the 

accuracy of the ground truth label assigned to each image. 
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