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Abstract  

Brain is the most important organ in the human body, which controls the vital processes and functional studies. Functional Magnetic 

Resonance Imaging (fMRI) calculates the small changes in blood flow that occur due to brain activity. To examine the brain’s functional 

anatomy, or to determine which parts of the brain are handling critical functions, to evaluate the after effects of stroke or other disease, or to 

guide the brain treatment, the fMRI can be generally used. FMRI’s are more detailed in their images as compared to Computerized tomography 

(CT) scan. The images obtained from fMRI are processed using image processing techniques and then learning algorithms are applied to 

precisely locate, segregate and categorize various brain regions depending upon their level of activity. Analysis of fMRI is beneficial to detect 

and to cure various syndromes like, Post Traumatic Syndrome Disorder (PTSD), for pre-surgical mapping, to guide a neurosurgeon to spare 

brain tissues that, if injured, would cause new clinical deficits or limit good recovery. It has had a major impact in cognitive neuroscience. This 

paper outlines the survey of various studies performed using fMRI images to detect brain activities in numerous application of clinical sciences.  
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1. Introduction  

Neuroimaging, or brain scanning, includes the use of 

various techniques to either directly or indirectly image the 

structure, function, or pharmacology of the brain. 

Neuroimaging has two categories named, structural imaging 

and functional imaging. Structural imaging deals with the 

structure of the brain and the diagnosis of large scale 

intracranial disease (tumor), as well as injury. Functional 

imaging is used to diagnose metabolic diseases and lesions on 

a finer scale (such as Alzheimer’s disease), and also for 

neurological and cognitive-psychology research. Functional 

imaging allows the brain’s information processing to be 

visualized directly, because activity in the involved area of the 

brain increases metabolism and “lights up” on the scan. 

Magnetic Resonance imaging (MRI) scan uses echo waves to 

discriminate among grey matter, white matter, and 

cerebrospinal fluid. Functional Magnetic Resonance imaging 

(fMRI) scans are a series of MRIs measuring brain function 

via a computer’s combination of multiple images taken less 

than a second apart. Specifically, fMRI measures signal 

changes in the brain that are due to changing neural activity. In 

an fMRI, a patient can perform mental task and the area of 

action can be detected through blood flow from one part of the 

brain to another by taking pictures less than a second apart and 

showing where the brain brighten. fMRI’s makes it achievable 

to show when an event or series of events designed to evoke 

spontaneous reaction to sensory, emotional, or spiritual stimuli 

occur and how brain area change with experience, and which 

areas of the brain perform in unison. These fMRIs are use in 

extensive areas of psychological phenomena, like telling lies, 

playing musical instruments, dreaming, furious, etc.  

Patients with post traumatic syndrome disorder (PTSD), 

struggled with mental disorder with age as small as child till 

elderly person. In PTSD, patients feel afraid, stressed and 

anxious even when they are not in danger. They also encounter 

problems like, concentration, attention or memory. Various 

parts of the brain are assigned to the various activities of human 

(physical, emotional, sensory, etc.). This helps to assess which 

area of the brain is more active for patients with PTSD. A lot of 

studies were observed for classifying brain activities based on 

the deep learning techniques. Some of the techniques studied 

were, CCNN (connectome- convolutional neural network), 

VAE’s (Variational auto encoder) coupled with GANs 

(Generative adversarial network), Statistical parametric 

Mapping (SPM), Independent component analysis (ICA), etc.  

This paper reviews the study of numerous techniques used 

to analyse fMRI images previously researched, and application 

of those techniques in particular, focusing mainly on brain 
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activities. 

2. Survey details 

There are techniques which focus at associating the 

particular cognitive, behavioral or perceptual state to specific 

patterns or regional brain activity, called as Multivariate 

methods or brain decoding or mind reading. Methods like 

SVM, Gaussian processes classifiers were applied to fMRI 

images to predict from individual’s brain activity, the pattern of 

perceived objects, mental state related to memory retrieval or 

even hidden intensions [2]. Complex and imbalanced fMRI 

data sets appeared due to the number, the sequence and 

duration of mental state that are unpredictable generated by an 

individual or patient. Study [2] explains the decoding of 

spontaneous brain activity from fMRI using Gaussian processes 

to track brain reactivation. As the spontaneous brain activity 

cannot be linked to external or internal stimulus, they make it 

very strenuous condition to decode. Some of the difficult data 

sets such as, predicting subjective pain intensity, uses GP 

classifier which uses kernel machine learning, where 

experimental design completely controlled the nature, timing 

and duration of trials, and isolate experimental conditions 

temporarily. The paper [2] shows the study of developed 

method in which, memory test have been performed on 

volunteers in order to behaviorally assess the accuracy of both 

the spatial and content knowledge obtained by volunteers. Then 

the fMRI images were captured and processed using 3T- head 

only scanner, then at the same time were realigned and 

unwrapped for the subject movements in scanner and then 

smoothed using Gaussian function with 4mm FWHM kernel. 

The fMRI analysis performed in [2] first proceed with 

signal extraction in which, the whole time series of all voxels 

were extracted. To regress out the movement effects and low 

frequency drifts, Generalizes linear model (GLM) was used. 

For further feature selection, both univariate and multivariate 

techniques were considered, which uses GLM and SVM 

respectively. To classify the model further, Gaussian process 

(GP) classification was performed using the expectation 

propagation approximation of the posterior mode explained in 

[1]. To obtained multiclass accuracy measure for each subject, 

an Error-correcting output code approach was considered. It has 

been observed from the results that, the classification correlated 

significantly with behavioral data. It was the performance of 

the subject for spontaneous brain activity, which correlated 

significantly with behavior and performance. The paper 

concludes that, a significant correlation between the 

proportions of spontaneous brain activity linked to the memory 

task and the subject’s performance to memorize the task 

features suggests that reactivations during post-experience rest 

are linked to the memorization of the conducted experiment. 

Brain state analysis of visual activities using fMRI have 

been described in [3]. To measure the brain state, fMRI uses 

Blood Oxygen Level Dependent (BOLD) signal. It’s better to 

observe difference between two states as direct neural activity 

can’t be measured in fMRI. This study [3] targeted 3 brain 

regions viz., visual cortex, which controls the sight and visual 

images, temporal lobe which is involved in short term memory 

and frontal lobe which is involved in movement activities. 

During the experiment, difference between the brain states is 

found during visual task (associated with visual cortex). During 

the response for True/False category, difference is found in 

temporal region and frontal region. Temporal region is activated 

in thinking and recognition of category while frontal region is 

activated during response (movement). The paper [3] performed 

the experiment with 2 individuals, who undergoes to perform 

two tasks i.e. visual and response based task. 3.0 Tesla Philips 

machine were used to collect data from individual. For data 

preprocessing, Statistical Parametric Mapping (SPM8) has been 

used. Preprocessing involves realignment, slice time correction, 

coregistration, segmentation, normalization and smoothing. 

First order autoregressive model is used which is then followed 

by high pass filter. GLM model was used to estimate model 

parameters to model the BOLD response. T-test was used to see 

the difference between different states.  

Results obtained in [3] significantly shows that, the activities 

were recorded during visual task which is in primary visual 

cortex, the activities were recorded in temporal and frontal 

during response based task. Both memory and movement are 

involved in response based task and short term memory is 

associated with temporal region and movement is associated 

with frontal region cortex. F-test and T-test are usually used to 

define the contrast between different states. When there are set 

of predictors, f-test is used. And when there is specific 

combination of predictors, t-test is used. This study applied T-

test to find the difference between the two states and used beta 

values to evaluate the classification accuracy between two 

states. Uncorrelated p-value i.e. overall probability (<0.001) is 

used to calculate the significant voxels in the brain. 

For carrying out some complicated tasks, the subjects pass 

through the sequence of hidden brain states. Paper [4] elaborate 

the study to discriminate the brain states from fMRI images 

using Fuzzy support vector machines. This paper focuses on 

classifying n-class brain states from fMRI data using fuzzy 

SVM. fMRI integrates neuroscience, informatics science and 

computational science and help develop approaches needed to 

understand human brain [4]. Paper proposes a method to 

automatically classify n-class instantaneous brain state, using 

fuzzy SVM, which solve the unclassifiable regions in n-class 

state classification using SVM by defining a membership 

function [5]. 

The preprocessing here undergoes in temporal and spatial 

preprocessing to achieve same acquisition time for each voxel 

and images with same size. Here, statistical parametric mapping 

(SPM5) is used. Next step in preprocessing is slice timing, 

which corrects the differences in slice acquisition times. To 

remove artefacts in fMRI time series, realignment is done, 

which uses least square approach and rigid body spatial 

transformation. Spatial normalization is a requisite step when 

comparing among multiple subjects. The algorithm, which uses 

this method is explained in the atlas of Talaraich and Tournoux 

(1988), which works by minimizing the sum of square 

difference between the image which is to be normalized, and a 
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linear combination of template images [4]. Furthermore images 

are need to be co-registered to decrease the difference between 

subjects, as realignment and normalization are not sufficiently 

decrease the difference. Paper [4] uses characters in 

Brodmann’s areas of Talaraich as features for feature extraction 

method. Brief steps are follows [4]:  

1. Finding out the most active voxels in several Brodmann’s 

areas of level4 under the basic models in SPM5 and save their 

co-ordinates.  

2. Scan fMRI image and search the voxels according to the co-

ordinates saved. 

3. Respectively average all voxels in the spherical region whose 

center is corresponding saved voxel and whose radius is 

predefined constant. These results of a single image are formed 

one feature vector.  

4. If the image is not the last image, go to step 2, else end.   

 Popularly used learning machine for two class classification 

problems is SVM, which is an approximate implementation of 

the structural risk minimization principle and creates a 

classifier with minimized Vapnik-Chervinenkis (VC) 

dimension [4]. SVM learns from set of high dimensional 

example vectors and their associated classes. SVM creates a 

decision boundary (hyperplane) that can differentiate n-

dimensional space into classes thus, effortlessly categorizing 

future data. Hyperplane equation for linear case 

is,   

If it is not linearly separable, then it is must to map the input 

training vector into a high-dimension feature space using kernel 

function, and then creating hyperplane. Fuzzy SVM is a one-

against-one method which converts the n-class problem into 

n(n-1)/2 two class problem. The data set of Chinese character 

vs. English character is considered to classify multiple brain 

states from fMRI data using fuzzy SVM. The images are 

processed and transformed to normalized coordinates, on the 

grounds of activities of voxel and index of Brodmann’s area. 

Then after extracting features, input vectors are given to train 

the classifier of fuzzy SVM. The paper results both the single 

subject and multiple subject brain classification is achievable.  

 To understand the human visual processing system, there 

are two elementary aspects viz. neural encoding and neural 

decoding. The brain responses have been predicted according to 

the presented external stimuli, which is done by encoding 

models. Whereas decoding model predicts the external visual 

stimuli information by analyzing the evoked brain signals [6]. 

Most of the study focuses on methods that are based on linear 

modelling, brain activity pattern recognition or visual stimuli 

identification. But the areas of accurate reconstruction of 

perceived images from measured human brain activities are still 

untouched. Paper [6] proposes a method of novel deep 

generative multi view model for the accurate visual images 

reconstruction from the human brain activities measured by 

fMRI. Statistical relationship between visual stimuli and the 

evoked fMRI has been obtained using 2 view specific 

generators with a shared latent space [6]. The method acquires 

the deep neural network architecture for visual image generation 

and design a sparse Bayesian linear model for fMRI activity 

generation. An efficient mean-field Variational inference 

method is used to train the model. Due to the disadvantages of 

traditional visual image reconstruction approaches, they yield 

disappointing results. To overcome the pitfall of previous 

studies, deep learning methods, like, deep neural network 

(DNN) revolting various fields of machine learning.  

 The hierarchical layers of DNN can resemble feed forward 

visual representation in human brain visual system. In 

correspondence with the output of DNN layers, neural 

activation in human visual cortex shows correspondence. Paper 

[6] proposes a deep generative multiview model (DGMM) to 

reconstruct perceived images from human brain activity. Here, 

deep generative model is applied to visual images and sparse 

linear generative model to fMRI activity patterns. The proposed 

model is trained by using an efficient mean-field Variational 

inference method and then the DGMM can accurately 

reconstruct the visual images by Bayesian inference. The paper 

compares various methods like Miyawaki, BCCA, DCCAE-A, 

DCCAE-S, De-CNN with DGMM. Results show that the 

DGMM method produces better reconstruction than the other 

compared methods, mainly on the handwritten digits and 

characters data set. This study evaluates person’s correlation 

coefficient, mean squared error, structural similarity index, and 

accuracy- SVM/CNN. Overall the result of DGMM are of high 

quality.  

 Functional MRI (fMRI) is sensitized to the paramagnetic 

properties of deoxyhaemoglobin which concentration locally 

fluctuates in strong correlation with the physiological events of 

the brain activity [7]. The paper [7] proposes a method called 

SPM-GLM uses a conventional statistical inference 

methodology based on the t-statistics, where it assumes a rather 

rigid shape on the BOLD Hemodynamic response function 

(HRF), constant for the whole region of interest. SPM-MAP 

algorithm is designed in a Bayesian framework is presented in 

this paper. The brain activated regions and the underlying HRF 

in an adaptive and local basis have been jointly detected by the 

algorithm. SPM-MAP algorithm has been validated using 

Monte Carlo tests with synthetic data and comparisons with the 

SPM-GLM are also performed [7]. fMRI images underwent to 

preprocessing unit which has explanatory variables. The main 

explanatory variables used in GLM allocate temporal variance 

in the data with strong correlation with the paradigm stimulus. 

There is considerably irregularity in in HRF shape, which leads 

to reduced sensitivity when local HRF is different from the 

template one. This is one of the disadvantage of the method. 

Also, SPM-GLM method is based on the p-value tuned by 

medical doctors which introduces a subjective factor on the final 

results. These limitations have been overcome in this paper by 

designing an algorithm in Bayesian framework based on the 

Maximum A Posteriori (MAP) criterion. To minimize the 

detection error probability, this algorithm combines the activity 

detection problem and the local HRF estimation problem, to 

provide best results with available data. [7] Monte Carlo tests 
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with synthetic data are performed, for comparison purposes 

with the SPM-GLM method and also for absolute assessment in 

order to statistically categorize the overall error probability.  

[7] The data from fMRI have been preprocessed with the 

standard procedure implemented in the Brain Voyager 

software, to decrease the distortion due to motion or other 

phase changes over time and spatial smoothing. Then data is 

been statistically processed further by the Brain voyager SPM-

GLM and SPM-MAP algorithm. The paper shows that the 

SPM-MAP outperforms the SPM-GLM tested on Monte Carlo, 

for almost every tested conditions.  

 Treatment tool to neurological disorders uses non-invasive 

neuromodulation technique such as Transcranial direct current 

stimulation (tDCS). Paper [8] studies the dynamic influence of 

ongoing brain stimulations on resting state fMRI connectivity. 

Simultaneous acquisition of neuroimaging data together with 

the brain stimulation allow an examination of the brain 

dynamic changes during the process [8]. tDCS technique has 

been applied to facilitate neuroplasticity and proved to show 

prominent effect for stroke rehabilitation, depression and other 

neural disorders. fMRI captures the brain activity on impulse. 

But some important facts might get overlooked if looking into 

brain activity after the stimulation ends. To study brain 

reorganization during the stimulation, concurrent tDCS and 

fMRI was applied to healthy subject. Dynamic functional 

connectivity and a Bayesian network were adopted to 

demonstrate information flow in the process.  

 For experimental setup, healthy subject (23 year old) has 

given the direct current through anode and cathode. 1mA for 20 

minutes with 30s ramp up and ramp down periods. A 7 min 

pre-stimulation block of resting state fMRI has been acquired 

and set as a baseline. Then the stimulation started for 21 

minutes with three blocks of simultaneous 7 minute resting 

state fMRI acquisition. Immediately after stimulation, another 7 

minutes block of resting state fMRI data was acquired. The 

acquired data of images underwent for the preprocessing. The 

complete brain reconstructed from the images was segmented 

with FreeSurfer. Analysis of functional neuroimages software 

were used for fMRI data analyzing which is then followed by 

resting state fMRI analysis. The process is been followed by 

slice time correction and spatial normalization of images 

registered to Talaraich standard space and Gaussian kernel 

smoothing were applied. Motion censoring, nuisance regression 

and bandpass filtering are then performed simultaneously [8].  

 Pearson correlation matrix of pre-stimulation block was 

used to investigate functional connectivity changes (FC), and 

used as a baseline for computing the differences between the 

baseline and the blocks during and after the stimulation. 

Changed correlation values of one region with all other regions 

were summed up to represent the positive/negative FC for 

demonstration purpose. During 1st 7 minute stimulation, F did 

not notably increase and turned out to decline in some regions, 

implying that the functional connectivity (FC) changes would 

behave differently at different time points during the 

stimulation. During the stimulation, either the direct influence 

within the right hemisphere or between hemispheres tends to 

increase compared to the baseline and post-stimulation. Some 

direct influence between inter-hemispheric regions reversed 

during and after stimulation. Paper concludes that, during early 

stage of stimulation, the whole brain functional connectivity 

tended to decrease and afterwards the FC increased gradually 

and achieved the highest after stimulation ended. Which 

indicates that the brain may respond differently to the exposure 

time of the external stimulation, making it important to decide 

the stimulation duration for specific treatment purposes. The 

study gives insight to the casual relationship between regions 

during the process provided the information flow in brain 

processing. 

 Paper [9] proposes an efficient data mining algorithm for 

augmenting voxel activation detection, best performed specially 

with task specific information, which is primarily temporal. Due 

to low temporal resolution, typically in scales of seconds, fMRI 

put at a disadvantage. Paper [9] proposes an algorithm to 

enhance structural brain connectivity, a spatial based analysis, 

with temporal information. Data set has been collected from 

multiple trails and preprocessed using statistical parametric 

mapping (SPM). Further, a neurophysiological explanation of 

the activated brain regions according to the voxel labeling of 

AAL2, a standard brain atlas of SPM, is provided. The paper 

concludes that, although the brain region locations are fixed, 

their cooperation is task specific and, therefore, any change in 

brain activity during the motor task had to be described in 

temporal terms. Sample mean and sample variance were 

computed to discover patterns in time series pairs.  

 Paper [10] studies the research on functional brain networks 

topological properties by real–time fMRI emotion self- 

regulation training. It has been demonstrated by various studies 

that, multiple brain regions would activate during execution of 

cognitive task. Self-regulation brain activity of human can be 

assist by real-time functional MRI neurofeedback (rtfMRI-NF). 

To investigate the problem of unclear neural mechanism about 

rtfMRI-NF, paper combined the graph theory with resting state 

fMRI to explore the topological properties of functional brain 

networks. Topological properties like, integration, segregation, 

and centrality of the obtained networks are used as features to 

input to the further classifier. Here, subjects were provided with 

the ongoing functional connectivity information which was 

related to emotion regulation. Results show that, rtfMRI-NF 

training could improve the small-world properties and nodal 

degree in the temporal lobe, frontal lobe and limbic system. 

Results in paper suggested that rtfMRI-NF training was 

associated with alters in topological properties of functional 

brain networks. 

 Resting state fMRI is widely used methodology to study 

brain connectivity. Mostly the studies assume that resting state 

fMRI time series are stationary. But the ongoing studies show 

that they are in fact dynamically evolving. Paper [11] describes 

the work related to the resting state dynamics. Here, hidden 

Marcov model is applied to the resting state fMRI data and 

derive model parameters reflecting the states. Also, the dynamic 

parcellations and of thalamus, leading the state specific 
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parcellation and their merged results, both of which revealed 

new insights about the thalamic function and connectivity.  

Techniques such as, co-activation patterns (CAPs) and spatial 

independent component analysis (ICA) have not completely 

utilized the information contained in the temporal order of 

rtfMRI time series, treating each time point as independent. 

Also, in sliding window approach, contamination and 

interference between states occur due to fixed length sliding 

window, which leads to mixing of signal from multiple states in 

the same window. Also, other technique ICA has limitation of 

assumption of temporal independence. 

 The brain is constantly switching from one metastable state 

to another. The hidden Marcov model (HMM) can be the 

alternative approach, which can describe the latent state 

switching process of the brain as a Marcov chain with different 

transition probabilities between states. It takes into account the 

temporal order of data and is not restricted by a fore mentioned 

data [11]. HMM has been working as a sequential modelling 

tool and was applied to electrophysiological data and detected 4 

brain states of neuronal firing patterns in rodents subjected to 

different kinds of stimuli. Here, hidden Marcov random field 

was applied in fMRI to detect binary state switching on voxel 

level. Also, the paper presents a method to determine the 

number of brain states based on the reproducibility of the 

algorithm. The method further performs a state specific 

parcellation of the thalamus based on its connection to the 

cortex and examine the state specific parcellations and 

combined parcellation. 

 In paper [11], the switching process of the brain state was 

modelled as a Markov chain (GHMM), with the brain state 

represented by a multivariate Gaussian distribution. The Baum-

Welch algorithm was employed to solve the optimization 

problem and the parameters from the fMRI are estimated. It is 

then followed by the Viterbi algorithm, to decode the optimal 

brain state sequence. Also, the posterior probability of each 

brain state at all the points has been calculated. In present 

paper, parcellation also focused on the connectivity of thalamic 

voxels with 5 cortical region of interest in each hemisphere. 

The thalamus was extracted using the Harvard-Oxford 

subcortical structure atlas and voxels in ventricles or white 

matter regions were removed [11]. rsfMRI data is also 

preprocessed and  went through the steps of rigid body motion 

correction, cross-modal registration, spatial transformation, 

denoising with the ICA based algorithm and regression out 

nuisance signals and then the bandpass filtering and spatial 

smoothing. A sliding window approach was used to divide 

thalamus and cortex fMRI signals into windowed time series. 

[11] Thalamo-cortical connectivity matrices were generated for 

each of these windows, temporally concatenated across 

subjects, and fed into a normalized spectral clustering algorithm 

to derive thalamo-cortical connectivity states at the group level, 

resulting in 9 states. Normalized spectral classifier was applied 

to for each state for thalamus parcellation. The paper [11] 

concludes that, result of parcellations reveal rich connectivity 

and dynamic insight of the thalamus and demonstrate a 

powerful parcellation tool that matches better with histology. 

 Data driven methods treat fMRI data in the context of the 

blind source separation (BSS) problem. Multivariate approaches 

like, principal component analysis (PCA), independent 

component analysis (ICA) and independent vector analysis 

(IVA) have been propose in [15] in regard to a BSS problem. 

For fMRI data, nonnegative matrix factorization (NMF) have 

been applied in single trial first level individual analysis and 

second level group analysis. The paper [15] proposes 

constrained alternating least squares nonnegative matrix 

factorization (cALSNMF) algorithm to enhance original 

ALSNMF in detecting task related brain activation from single 

subject’s fMRI data without any prior information. Paper 

suggests that the cALSNMF fits fMRI data better and performs 

more flexibility in detecting brain activation from single 

subject’s fMRI data. [11] Proposed a constrained ALSNFM 

algorithm which has two constraints of maximizing 

uncorrelation and Tikhonov L2-norm added in original 

Euclidean distance cost function, together with a novel training 

paradigm combined by modified updating rules and OBS 

algorithm. The experimental results on both simulated data and 

real fMRI data show that cALSNMF fits fMRI data well 

without any prior information, which indicates that the 

cALSNMF may be more suitable for detecting the task related 

neuronal activity from fMRI data than the original ALSNMF. 

Discussion 

 Various techniques have been studied over the period to 

study the brain activities in variation applications and disorders 

like, PTSD, Alzheimer’s, short term memory loss, pre-surgical 

mapping, head injuries, etc. it has been observed that fMRI are 

popularly used in almost every techniques mentioned above. 

Time series data of fMRI’s are preprocessed as per requirement 

of the application and then filtered and smoothed out for further 

classification and processes. PCA, ICA, SVM, GHMM, deep 

neural network, etc, are widely used methods to train and study 

brain activities using fMRI images. 

References  

 [1] C. E. Rassmusen and C. K. I. Williams, Gaussian 

Processes for machine learning, ser. Adaptive computation 

and machine learning, T. Dietterich, Ed. The MIT press, 

2006. 

 

[2] J. Schrouff, C. Kussé, L. Wehenkel, P. Maquet and C. 

Phillips, "Decoding Spontaneous Brain Activity from fMRI 

Using Gaussian Processes: Tracking Brain Reactivation," 

2012 Second International Workshop on Pattern 

Recognition in NeuroImaging, 2012, pp. 61-64 

 

[3] R. Zafar, A. S. Malik, N. Kamel and S. C. Dass, "fMRI 

based brain state analysis of visual activities," 2015 IEEE 

Student Symposium in Biomedical Engineering & Sciences 

(ISSBES), 2015, pp. 46-49 

 

[4] W. Liu, H. Chen and Q. Lu, "Discriminate Brain States 

from fMRI Images Using Fuzzy Support Vector Machines," 



Page 11137 of 11138 
Dhanashri Milind Biradar / Afr.J.Bio.Sc. 6(5) (2024).11132-11138 

 

 

2008 Second International Symposium on Intelligent 

Information Technology Application, 2008, pp. 567-571 

 

[5] T. Inoue, S. Abe (2001). “Fuzzy support vector machines 

for pattern classification”. Proceedings of International 

Joint Conference on Neural Networks, Vol. 2, pp 1449–

1454. 

 

[6] C. Du, C. Du, L. Huang and H. He, "Reconstructing 

Perceived Images From Human Brain Activities With 

Bayesian Deep Multiview Learning," in IEEE Transactions 

on Neural Networks and Learning Systems, vol. 30, no. 8, 

pp. 2310-2323, Aug. 2019 

 

[7] D. M. Afonso, J. M. Sanches and M. H. Lauterbach, "FMRI 

brain activity and underlying hemodynamics estimation in a 

new Bayesian framework," 2008 5th IEEE International 

Symposium on Biomedical Imaging: From Nano to Macro, 

2008, pp. 1255-1258 

 

[8] E. S. Farahani, S. H. Choudhury, F. Costello, B. G. 

Goodyear and M. R. Smith, "New Filtering Approaches to 

Improve the Classification Capability of Resting-state 

fMRI Transfer Functions," 2019 IEEE Global Conference 

on Signal and Information Processing (GlobalSIP), 2019, 

pp. 1-5,  

 

[9] F. Tagkalakis, A. Papagiannaki, G. Drakopoulos and V. 

Megalooikonomou, "Augmenting fMRI-generated brain 

connectivity with temporal information," 2016 7th 

International Conference on Information, Intelligence, 

Systems & Applications (IISA), 2016, pp. 1-6,  

 

[10] Y. Qin, L. Tong, H. Gao, L. Wang, Y. Zeng and B. Yan, 

"Research on Functional Brain Networks Topological 

Properties by Real-time Fmri Emotion Self-regulation 

Training," 2018 IEEE 3rd International Conference on 

Signal and Image Processing (ICSIP), 2018, pp. 86-90 

 

[11] S. Chen, B. Ji, Z. Li, J. Langley and X. Hu, "Dynamic 

analysis of resting state fMRI data and its applications," 

2016 IEEE International Conference on Acoustics, Speech 

and Signal Processing (ICASSP), 2016, pp. 6295-6299 

 

[12] Y. Qin et al., "Altered resting-state regional homogeneity 

after real-time fMRI emotion self-regulation training," 2017 

14th International Computer Conference on Wavelet Active 

Media Technology and Information Processing 

(ICCWAMTIP), 2017, pp. 285-288 

 

[13] Y. Zhang et al., "A Two-Stage DBN-Based Method to 

Exploring Functional Brain Networks in Naturalistic 

Paradigm FMRI," 2019 IEEE 16th International 

Symposium on Biomedical Imaging (ISBI 2019), 2019, pp. 

1594-1597. 

 

[14] M. Oh and J. Lee, "Effects of spatial smoothing and 

physiological noise removal on brain activity with cigarette 

craving," The 3rd International Winter Conference on 

Brain-Computer Interface, 2015, pp. 1-2 

 

[15] X. Ding, J. Lee and S. Lee, "A constrained alternating least 

squares nonnegative matrix factorization algorithm 

enhances task-related neuronal activity detection from 

single subject's fMRI data," 2011 International Conference 

on Machine Learning and Cybernetics, 2011, pp. 338-343 

 

[16] C. Allefeld, J.-D. Haynes Multi-voxel Pattern Analysis 

Brain Mapping, Volume 1, 2015, pp. 641-646 

 

[17] Martin Wegrzyn, Marcel Riehle, Kirsten Labudda, 

Friedrich Woermann, Florian Baumgartner, Stefan 

Pollmann, Christian G. Bien, Johanna Kissler Investigating 

the brain basis of facial expression perception using multi-

voxel pattern analysis Cortex, Volume 69, 2015, pp. 131-

140 

 

[18] Egbenya D.L., Adjorlolo S. Advancement of neuroscience 

and the assessment of mental state at the time of offense 

Forensic Science International: Mind and Law, Volume 2, 

2021 

 

[19] I. R., Perrachione T.K., Tourville J.A., Kiran S. 

Representation of semantic typicality in brain activation in 

healthy adults and individuals with aphasia: A multi-voxel 

pattern analysis Neuropsychologia, Volume 158, 2021 

 

[20] John-Dylan Haynes, Katsuyuki Sakai, Geraint Rees, Sam 

Gilbert, Chris Frith, Richard E. Passingham, “Reading 

Hidden Intentions in the Human Brain”, Current Biology, 

Volume 17, Issue 4, 2007, Pages 323-328, ISSN 0960-9822 

 

[21] J.-D. Haynes and G. Rees, “Decoding mental states from 

brain activity in humans.” Nature Review Neuroscience, 

vol. 7, no. 7, pp. 523–534, Jul 2006. 

 

[22] J. Haynes and G. Rees, “Predicting the orientation of 

invisible stimuli from activity in human primary visual 

cortex.” Nature Neuroscience, vol. 8, pp. 686–691, 2005. 

 

[23] K. Friston, J. Ashburner, S. Kiebel, T. Nichols, and W. 

Penny, Statistical Parametric Mapping: the analysis of 

functional brain images. London: Elsevier Academic Press, 

2007. 

 

[24] T. G. Dietterich and G. Bakiri, “Solving multiclass 

learning problem via error-correcting output codes,” 

Journal of Artificial Intelligence Research, vol. 2, pp. 263–

286, 1995. 

 

[25] D. Hassabis, C. Chu, G. Rees, N. Weiskopf, P. Molyneux, 

and E. Maguire, “Decoding neural ensembles in the human 



Page 11138 of 11138 
Dhanashri Milind Biradar / Afr.J.Bio.Sc. 6(5) (2024).11132-11138 

 

 

hippocampus,” Current Biology, vol. 19, pp. 546–554, 

2009. 

 

[26] S. M. Smith, K. L. Miller, S. Moeller, J. Xu, E. J. 

Auerbach, M. W. Woolrich, C. F. Beckmann, M. 

Jenkinson, J. Andersson, and M. F. Glasser, 

"Temporallyindependent functional modes of spontaneous 

brain activity," Proceedings of the National Academy of 

Sciences, vol. 109, pp. 3131-3136, 2012. 

 

[27] X. Cheng, H. Ning and B. Du, "A Survey: Challenges and 

Future Research Directions of fMRI Based Brain Activity 

Decoding Model," 2021 International Wireless 

Communications and Mobile Computing (IWCMC), 2021, 

pp. 957-960,  

 

[28] I. B. Galazzo, E. Paolini, W. Endrizzi, F. Zumerle, G. 

Menegaz and S. F. Storti, "Reliability Of Functional 

Connectivity Measures In Resting-State Test-Retest FMRI 

Data," 2021 IEEE 18th International Symposium on 

Biomedical Imaging (ISBI), 2021, pp. 1860-1863. 

 

[29] W. Bai, T. Tokuda, O. Yamashita and J. Yoshimoto, 

"Reconstructing Temporal Dynamics of fMRI Time Series 

via Encoded Contextual Information," 2020 IEEE 

International Conference on Bioinformatics and 

Biomedicine (BIBM), 2020, pp. 968-971. 

 

[30] Y. Akamatsu, R. Harakawa, T. Ogawa and M. Haseyama, 

"Multi-View Bayesian Generative Model for Multi-Subject 

FMRI Data on Brain Decoding of Viewed Image 

Categories," ICASSP 2020 - 2020 IEEE International 

Conference on Acoustics, Speech and Signal Processing 

(ICASSP), 2020, pp. 1215-1219. 

 

 


