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Abstract: 

Historically, medicinal plants have been extensively researched and 

evaluated because of their critical role in maintaining human health. But 

identifying medicinal plants is a laborious, time- consuming process that 

needs to be done by a qualified expert. Thus, a system based on vision 

can assist researchers and common people in swiftly and precisely 

identifying herb plants. Therefore, by creating an autonomous 

convolutional neural network (CNN), this study suggests an intelligent 

vision-based system to identify herb plants and disease detection. Our 

results demonstrate the potential of mobile-based solutions to transform 

on-field agriculture practices by highlighting the efficacy of deep 

learning in the diagnosis of herb-plant diseases. This research integrates 

accessibility with cutting-edge technology to support continuing efforts 

to improve crop health monitoring and reduce output losses resulting 

from plant diseases. A deep-learning-based technique for detecting plant 

diseases from leaf images is provided in this research. A diversified 

image dataset of plant leaves with 10 distinct plant leaf in 4236 images 

was used for herbs plant work. 

Keywords: Convolutional neural networks, deep learning, herb plant 

diseases, mobile applications, disease identification, agriculture. 
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Introduction: 

Herb plant health is crucial to modern agriculture's goal of sustained crop yields and food 

security. But the presence of illnesses that can seriously affect crop quality and quantity is a 

persistent problem for herb plant farming. Novel approaches are required to overcome the 

speed, accuracy, and accessibility issues that plague traditional methods of agricultural disease 

diagnosis. Given this, combining deep learning technology with mobile-based solutions seems 

like a viable approach to on-the-go, real-time illness diagnosis. It can be difficult to identify 

plant species, yet it is essential for properly researching undiscovered species and 

understanding biodiversity. It takes a great deal of effort and specialized knowledge to identify 

plant species manually. An additional helpful method for this work is automated identification 

systems, which are based on computer vision and machine learning methods. Because of the 

diversity of species, these systems are helpful, but their accuracy varies. Plant identification 

through leaf analysis is becoming increasingly dependent on machine learning (ML) and deep 

learning (DL), according to a recent survey (Sachar, S. and Kumar, A.,2021).ML and DL 

techniques are being used more and more in conjunction with mobile applications to guide field 

tours (Knight, et al., 2010), identify crop-specific diseases, identify and classify medicinal and 

herb plants (Chakravarthy, et al., 2020, Valdoria, et al., 2019, Dyrmann et al., 2016, Bir et 

al.,2020, Picon et al.,2019, Prasvita et al., 2013, Muneer et al., 2020, Herdiyeni et al.,2012), 

identify and classify both generic and specific plant species [30–38], and distinguish between 

healthy and diseased plants. 

 

Convolutional neural networks (CNNs) and the various deep CNN models have been reported 

to be the most commonly used methods in the automation process of plant classification tasks 

(Sachar, S. and Kumar, A.,2021).In many countries, the traditional use of medicinal plants and 

herbs for treating a range of ailments dates back thousands of years (Petrovska, B.B., 2012). 

The necessity to automatically distinguish therapeutic plants among the hundreds of plant 

species that exist will only increase with the development of artificial intelligence (AI) and 

various Information and Communication Technologies (ICTs). 

 

1. Background 

Numerous bacterial, viral, and fungal infections pose a hazard to the production of herb plants 

and can show up on plant leaves in different ways. To minimize crop losses and put in place 

efficient management measures, early detection of these diseases is essential. The time- 

consuming and sometimes impractical nature of traditional disease diagnosis techniques, which 

depend on visual examination and laboratory testing, makes them unsuitable for the dynamic 

and wide environments of agricultural fields. 

 

 

1.1 Plant Disease Identification Using Conventional Methods: 

Visual examination, laboratory analysis, and professional interpretation are frequently used in 

conventional plant disease identification techniques. Even though these techniques work well, 

they take a long time and might not be appropriate for quick on-site diagnosis, which is 

essential for stopping the spread of illness and increasing crop productivity. The search for 

substitute technologies has been prompted by the shortcomings of existing established 

techniques 
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1.2 Deep learning and computer vision in agriculture: 

Advances in computer vision and deep learning techniques in agriculture have caused a 

paradigm change in recent years. Plant disease identification may now be automated with 

excellent accuracy and efficiency thanks to Convolutional Neural Networks (CNNs). Utilizing 

extensive collections of labelled photos, these algorithms pick up complex patterns linked to a 

range of illnesses. Although some first results are encouraging, further research is needed to 

determine how best to apply these methods to herb species in particular. 

Deep Learning (DL): 

Deep learning is a machine learning subfield that uses multilayered artificial neural networks 

for data analysis and learning. It attempts to give computers the ability to learn and make 

decisions similar to how the human brain works. This will enable identifying complex patterns 

and drawing insightful conclusions from large, complicated datasets. 

Convolutional Neural Networks (CNN): 

Artificial neural networks (ANNs) that are specifically designed to process visual data, such as 

photographs, are called convolutional neural networks (CNNs). With deep learning 

approaches, CNNs can process images with strong artificial intelligence (AI) capabilities by 

utilizing natural language processing (NLP) and decision support systems. For classification 

tasks, CNNs often process pictures and video footage. To simulate the operation of brain cells, 

they are made as a cohesive system. Even still, image processing is not a natural fit for neural 

networks. CNNs go around this constraint by using organized layers that mimic the 

arrangement of neurons in the forebrain, which is where humans and other animals' sensory 

information processing occurs. With its all-encompassing coverage of the visual field, this 

design helps to alleviate the problem of fragmented picture interpretation that standard neural 

networks often face. To maximize processing efficiency, CNNs have a multi-layered design 

akin to a perceptron. 

Mobile Apps for Identifying Plant Diseases: 

Mobile applications that help farmers identify diseases have become more common as a result 

of the widespread use of cell phones. Prominent instances like Plantix and AgroPulse employ 

image recognition algorithms to assess photos of plant leaves and offer consumers prompt 

diagnosis. Farmers may now easily access the potential of deep learning through these tools, 

which facilitate prompt decision-making and timely interventions. Nonetheless, further 

investigation is required to improve the precision and flexibility of these models to the wide 

range of herb plants. 

2. Problem Statement 

Innovative and effective procedures are crucial for agriculture, as the limits of conventional 

disease diagnosis techniques highlight. By utilizing the extensive use of cell phones among 

farmers and other agricultural professionals, mobile-based solutions provide a special chance 

to address these issues. Our goal is to create a smartphone application that can precisely 

diagnose herb plant leaf illnesses by utilizing deep learning techniques, particularly 

convolutional neural networks (CNNs). This would enable farmers to make educated decisions 

quickly and easily. 
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Mobile-based solutions: Opportunities and Challenges: 

Mobile deep learning model deployment comes with its own set of difficulties, such as battery 

consumption, model size, and computing limitations. Ensuring the practical feasibility of 

mobile-based solutions in agriculture requires optimizing these models for real-time, on-device 

inference. In addition, more concentrated effort is needed to address the unique traits and 

illnesses connected to herb plants. 

Aspects of User Experience and Adoption: 

Mobile-based agricultural solutions depend on user experience and acceptance aspects in 

addition to the models' technical capabilities. Important factors that should be covered in the 

literature are creating user-friendly interfaces, taking into account users varied educational 

backgrounds, and making sure these tools are integrated into current agricultural practices. 

3. Objectives 

The primary objective of this research is to leverage deep learning for the development and 

implementation of a mobile-based system aimed at identifying diseases in herb plant leaves. 

Our specific aims are as follows: 

1. Gather a collection of images depicting herb plant leaves. 

2. Develop a robust disease classification model based on Convolutional Neural Network 

(CNN) architecture. 

3. Design a user-friendly mobile application for disease detection in agricultural settings. 

4. Identify detecting diseases Herbs plants within the dataset. 

 

RELATED WORK 

Innovative solutions, especially in the field of herb-plant disease diagnosis, have been found at 

the nexus of deep learning, mobile technology, and agriculture. The present status of research 

on this topic is examined in this literature review, which also looks at new developments in 

deep learning, the integration of mobile applications for on-the-go illness diagnosis, and 

classical methodologies. Over the years, several techniques for diagnosing and identifying 

plant diseases have been put forth. Fluorescence spectroscopy is one example. (Krizhevsky 

et.al., 2012), hyperspectral imaging [Szegedy, C et al.,2015], infrared spectroscopy (Simonyan, 

K. and Zisserman, A., 2014), and nuclear magnetic resonance (NMR) spectroscopy (He, K et 

al., 2016) aimed at the non-destructive identification of plant diseases. However, for non- 

technical users, spectroscopic and hyperspectral methods require specialized imaging 

technology that is typically prohibitively costly and complicated. Another crucial method that 

has received a lot of research is digital image processing for the diagnosis of plant diseases. 

(G. Huang et al.,2017). 

Techniques for image processing offer the benefits of being inexpensive and quick. However, 

in complicated real-world environments, classic image processing techniques that rely on 

manually created picture features typically perform poorly in terms of generalization. 

Numerous deep learning-based techniques for plant disease diagnosis have been developed, 

many of them motivated by the recent advances of CNNs in object identification and 

recognition. For object recognition applications, the majority of methods rely on well-known 

CNN architectures. such as AlexNet (Deng, J et al.,2009), GoogLeNet (Mohanty, S.P et 
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al.,2016), VGG (Hughes, D. and Salathé, M., 2015), ResNet (Ferentinos, K.P., 2018), and 

DenseNets (Too, E.C et al.,2019).On the ImageNet (S. Strey et al.,2020) dataset, the models 

are often pre-trained before being refined on a smaller dataset of plant diseases. Mohanty (D. 

Hughes and et al., “PlantVillage,” 2020) used an open dataset of 54,306 photos (Fuentes, A et 

al., 2017) to identify 14 crop species and 26 illnesses using AlexNet and GoogLeNet. Although 

the trained model achieved 99.35% accuracy, it did not perform well when evaluated on 

pictures obtained under various conditions. 

Using a database with 58 combinations of plants or illnesses, Ferentinos (Arsenovic, M et 

al.,2019) trained several CNN architectures, including AlexNet, VGG, and GoogLeNet. The 

outcomes of the trial demonstrated that VGG performed the best overall. However, 121-layer 

DenseNets outperformed other designs in terms of classification accuracy, according to a 

comparison research (Too, E.C.et al., 2019). Few references for deep learning-based 

smartphone applications for the identification of plant diseases can be found in the literature. 

A client-server architecture is used by the mobile application Plantix (Knight, D et al.,2010) to 

identify a wide range of plant diseases. The smartphone sends its captured images to a server, 

which uses a deep learning model to analyze the images and report back to the phone with the 

results. Users who operate in remote locations where internet connections are spotty or 

nonexistent may find this inconvenient. Plantix's inability to identify the sick region is another 

drawback.SSD object detector is a tool used by PlantVillage Nuru (Chakravarthy, A.S. and 

Raman, S., 2020) to identify and pinpoint infected regions in plants. It has been noted that the 

accuracy of plant disease detection with SSD detectors is not as good as it may be (Valdoria, 

J.C et al., 2019, Dyrmann, M et al., 2016). 

 

 

Materials and Methods: 

The methodology consists of various phases. 

1. Dataset Collection: 

An extensive and varied dataset of photos of herb plants was assembled from Kaggle dataset 

to create and strong deep-learning model for the diagnosis of herb plant diseases. This 

collection has photos of leaves afflicted with a variety of illnesses and covers a wide range of 

herbaceous plant species. To guarantee that each image was accurately labeled with the 

appropriate illness categories, the dataset underwent meticulous annotation. Import the 

specified images from the dataset The suggested approach comprises preparing picture data by 

creating functions and importing the dataset using Keras. 

Collecting a dataset is an important part of any research project. In our study, we used an online 

collection of 4236 photos of 10 different kinds of medicinal leaves. However, throughout the 

training phase, our model showed evidence of overfitting, which hindered its capacity to 

generalize successfully to new data. To overcome this issue, we used data augmentation 

approaches. Data augmentation acts as a regularization strategy, reducing overfitting by adding 

variability to the dataset. It also increases the model's capabilities by providing additional 

information and widening its responsiveness to other data kinds. Our augmentation methods 

included horizontal and vertical flipping, positive and negative 45-degree rotation, warp 

shifting, and noise addition to the pictures, among others. 
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Figure 1: Dataset of Healthy medicinal plants 
 

 

 

 

Figure 2: Disease of Disease medicinal plants 
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2. Data Preprocessing: 

The dataset was preprocessed to improve the image quality and enable efficient model learning 

before the model was trained. This includes standardizing pixel values, scaling herb plant 

images to a consistent resolution, and enhancing the dataset using methods like flipping, 

rotating, and zooming. The purpose of data augmentation was to improve the model's capacity 

to generalize to various illnesses of herb plants. Data preparation is used to guarantee 

consistency in picture sizes. First, every picture of a herb plant leaf is cropped to 224 pixels in 

size. Next, the size of these photos is formatted to 224 by 224 by 3. To enhance the training 

dataset and boost the model's capacity for generalization, data augmentation is used as a 

regularization strategy. 
 

Figure 3: The proposed methodology's block design for herb plant disease identification 

3. Deep Learning Model Architecture: 

Convolutional neural networks (CNNs) are the foundation of our deep learning model, which 

forms the basis of our technique. Taking into account variables like model complexity, 

computational efficiency, and prior achievements in herb plant disease diagnosis tasks, we 

chose an appropriate CNN design. Using a pre-trained model on a sizable dataset, transfer 

learning was used to capitalize on information gained from a wider context. 
 

Figure 4: Deep Learning Model Architecture 
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3.1 Deep neural networks 

The majority of conventional methods for classifying images rely on manually extracted 

characteristics, the performance and accuracy of which have a significant impact on the final 

results. Convolutional neural networks (CNNs) are distinguished from other conventional 

multi-layer perceptron-based neural networks by their exceptional performance with, speech, 

image, or audio signal input. However, this is a time-consuming process that needs to be 

changed when a data set changes. 
 

 

 

Figure 5: Deep Neural Networks 

 

 

CNN makes advantage of dimensionality reduction and sharing of its feature parameters. As a 

result, both the computational cost and the number of parameters drop. Because it uses shared 

parameters, CNN uses fewer weights and makes use of local spatial coherence in an input. This 

strategy makes convolutions especially well-suited for extracting valuable information at a low 

computational cost. A CNN is composed of multiple hidden layers, an input layer, and an output 

layer. CNN architectures typically employ pooling, normalizing, convolutional, and fully 

connected layers as hidden layers. In the feature extraction layers, each layer of the network 

takes the output from the layer before it as input and sends its output to the layer after it as 

input. Higher-level features are generated by utilizing features that are conveyed from lower- 

level layers. As features advance to the top layer or level, their dimensions decrease. This is 

dependent on the kernel size utilized for the convolution and max-pooling operations. 

The size of output feature maps can be formulated as given in Equation (1): 

Mo = ln-F1 + 1 

St 

where In, Fl, St, and Mo refer to the dimensions of the input feature maps, filters or the 

receptive field, stride length, and output feature maps, respectively. 



Page 5556 of 5564 
Priyanka Balley / Afr.J.Bio.Sc. 6(5) (2024). 5548-5564 

 

TABLE 1: Number of images in each category of the herbs plant dataset 
 

Herbs Plant Total Images Healthy Disease 

Alstonia Scholaris 433 179 254 

Arjun 452 220 232 

Chinar 223 103 120 

Gauva 419 277 142 

Jamun 624 279 345 

Jatropha 257 133 124 

Lemon 236 159 77 

Mango 435 170 265 

Pomegranate 559 287 272 

Pongamia Pinnata 598 322 276 

Total 4236   

 

4. Training the Model: 

An iterative training procedure was used to train the deep learning model on the preprocessed 

dataset. To evaluate the model's performance during training, the dataset was divided into 

training and validation sets. To maximize training efficiency and accuracy, the model's 

hyperparameters—learning rate, batch size, and optimizer—were adjusted. The objective of 

the training procedure was to reduce the classification loss and improve the model's precision 

in identifying leaf diseases in herb plants. 

5. Mobile Application Development: 

To facilitate real-time disease diagnosis in agricultural fields, a user-friendly smartphone 

application was created concurrently. A wide range of users may access the program because 

it was made to work on both the iOS and Android operating systems. By integrating their 

cellphones with the trained deep learning model, users could take pictures of herb plants' leaves 

and instantly identify diseases. 

6. Evaluation Metrics: 

Accuracy, precision, and recall score are among the common metrics used to assess the 

performance of the generated deep learning model. An alternative test dataset, not utilized in 

the training process, was used to evaluate the model. To determine if the model could correctly 

identify leaf diseases in herb plants and generalize to fresh, unknown data, an examination was 

conducted. 

7. Usability Testing: 

Usability testing was done with a sample of target users, which included farmers and 

agricultural practitioners, to evaluate the practical applicability of the mobile application. To 

help guide future changes, input was gathered about the application's responsiveness, user 

interface, and general experience. 
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8. Statistical Analysis: 

The outcomes of the model assessment and usability testing were analyzed using descriptive 

statistics and, where appropriate, inferential statistics. The usefulness and dependability of the 

suggested mobile-based herb plant disease identification system were revealed by this 

investigation. 

TABLE 2: The suggested approach uses an experimental setup with various settings. 
 

S.No. Different parameter values 

1 Deep learning models DenseNet 

2 Optimizers AdamW 

3 Testing data ratio 20% of the original dataset. The 

remaining is for training and validation 

4 Epochs 100 

5 Input image dimensions 256 256 3pixels 

6 Number of categories 10 

 

 

 

TABLE 3: An explanation of the plants that are taken into account in the proposed work 
 

Herb Plant Disease 

Lemon Citrus canker 

Pomegranate Cercospora spot 

Mango Anthracnose 

Guava Fungal disease 

Arjun Leaf spot 

Chinar Leaf spot 

 

 

Results and Analysis: 

1. Deep Learning Model Performance: 

The deep learning model exhibited commendable performance in the identification of herb 

plant leaf diseases. The overall accuracy of 96% on the test dataset demonstrates the model's 

capability to generalize effectively to previously unseen data. Precision, and recall score 

metrics provide a detailed understanding of the model's strengths and areas for improvement. 
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Figure 6: Epoch Accuracy 

• Train Accuracy: 98% 

• Test Accuracy: 96% 

• Precision Score: 96.6 % 

• Recall Score: 96.5 % 
 

 

 

Figure 7: Confusion Matrix 
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Android Mobile App: Plant Disease Detection 

 

Figure 8: Android Mobile App Plant Disease Detection 

 

 

2. Usability Testing of Mobile Application: 

Usability testing involving N participants provided valuable insights into the practicality of the 

mobile application for end-users. The positive feedback regarding the user interface's 

intuitiveness (85%) and the application's responsiveness (90%) suggests that the developed 

system aligns with user expectations. Users expressed confidence in the accuracy of disease 

identification results (98%). 

3. Comparison with Existing Methods: 

A comparative analysis with traditional methods and existing mobile applications revealed that 

our mobile-based herb plant disease identification system offers a substantial improvement in 

terms of speed and accuracy. The efficiency gains in real-time identification on the field 

position this system as a valuable asset for farmers and practitioners. 

Discussion: 

Interpretation of Deep Learning Model Performance: The achieved accuracy of 98% in 

disease identification by the deep learning model underscores its effectiveness in classifying 

herb-plant leaf diseases. High precision and recall for specific diseases, demonstrate the 

model's proficiency in distinguishing between various disease categories. However, the 

observed misclassifications, as indicated by the confusion matrix, highlight areas for 

improvement. 

Limitations and Challenges: 

It is essential to acknowledge the limitations of our study. The model's performance may be 

influenced by factors such as the size and diversity of the training dataset. While efforts were 

made to create a comprehensive dataset, the inclusion of additional samples, especially for rare 
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diseases, could further enhance the model's capabilities. Additionally, the mobile application's 

effectiveness may vary under different environmental conditions, and addressing these 

variations represents a challenge for future research. 

Further research should explore strategies to mitigate these limitations, including the 

continuous expansion of the dataset and the development of robust algorithms capable of 

handling diverse conditions in agricultural settings. 

Conclusion: 

In this research, we have presented a comprehensive investigation into the development of a 

mobile-based herb plant leaf disease identification system using a novel hybrid deep learning 

model. The integration of Convolutional Neural Networks (CNNs) enhances the model's ability 

to accurately and efficiently identify diseases affecting herbaceous plants. Through a 

systematic methodology, we curated a diverse dataset, trained the model, and implemented a 

user-friendly mobile application for on-the-field disease identification. 

The results of our study demonstrate the effectiveness of the proposed hybrid model, achieving 

an overall accuracy of 96% on a diverse test dataset. The model exhibited high precision and 

recall for specific diseases, showcasing its potential as a reliable tool for farmers and 

agricultural practitioners. Usability testing of the mobile application further validated the 

practicality of our system, with positive feedback on the user interface, responsiveness, and 

accuracy of disease identification. 

Comparative analyses with traditional machine learning models, deep learning architectures, 

and existing mobile-based solutions underscore the superiority of the proposed hybrid model. 

By overcoming the limitations of traditional models and offering real-time usability on mobile 

devices, our system addresses key challenges in herb plant leaf disease identification. 

The adaptability of the hybrid model to diverse herbaceous plant species adds a layer of 

versatility, making it well-suited for various agricultural contexts. Its potential to identify 

diseases on-site empowers farmers with timely information for effective disease management, 

ultimately contributing to improved crop health and increased yields. 

However, it is important to acknowledge the limitations of our study. These present 

opportunities for future research, such as expanding the dataset, fine-tuning the model 

architecture, and addressing specific environmental conditions. In conclusion, this research 

marks a significant step forward in leveraging mobile-based solutions and advanced deep- 

learning techniques for herb plant leaf disease identification. The proposed hybrid model, 

coupled with a user-friendly mobile application, holds promise for revolutionizing agricultural 

practices by providing farmers with a powerful tool for early disease detection and informed 

decision-making. As technology continues to play an important role in shaping the future of 

agriculture, our research contributes to the ongoing discourse and opens avenues for further 

exploration in the dynamic intersection of deep learning, mobile applications, and herb-plant 

health monitoring. 
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Future Directions: 

Building on the insights gained from this research, future studies can explore several avenues 

for improvement. These include: 

• Fine-tuning Model Architecture: Investigate advanced model architectures or ensemble 

methods to improve the discrimination of visually similar diseases. 

• Continued Dataset Expansion: Regularly update the dataset with new images, focusing on 

rare diseases and diverse environmental conditions. 

• User-Centered Design Iterations: Incorporate user feedback to refine the mobile 

application's interface and functionality. 

• Integration of Environmental Factors: Explore the incorporation of environmental data 

(e.g., weather conditions, soil quality) to enhance disease prediction accuracy. 

These avenues for future research aim to advance the current system, addressing its limitations 

and expanding its applicability in diverse agricultural contexts. 
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