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ABSTRACT 

Nowadays, Wireless Sensor Networks (WSN) have created tremendous prominence 

because of their evident benefits compared to the conventional cable network, whichis 

simple in distribution, users' mobility over the area of network coverage and ease in 

new user connection. WSN security can be supported through the strategies of attack 

and defence using Machine Learning (ML). The ML technique assist in detecting the 

intruder based on their behavior but predicting accuracy of intruder is less because 

of exact behavior analysis of ML model. The dataset consists of 3,74,661 transmission 

of network and security attacks are classified as cyber ones, and these attacks are 

engaging in the system tentatively and spoil the data instead of stealing the data. 

Hence, this paper focuses on the Intrusion Detection System (IDS), which is done 

through a Stacked Autoencoder (SAE) with a sequential pattern of the Artificial 

Neural Network (ANN) method with biometric authentication that has generated 

better security from the DoS attack with accuracy 96.96%. Thus, the security methods 

in WSN majorly concentrateon finding intruders, eliminating malicious nodes, and 

securing transmission data. The integration of Artificial Neural Network (ANN) 

methods with biometric authentication offers a promising solution to enhance WSN 

security. 

Keywords: Wireless Sensor Network, Denial of Service (DoS), Stacked 

Autoencoder, Intrusion Detection System, Artificial Neural Network, sequential 

pattern 
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I INTRODUCTION 

WSN has drawn more attention in recent years. They are extensively utilized in numerous 

applications, including observation of natural phenomena, underwater sensor networks and 

border surveillance. A WSN is a group of tiny sensor nodes that gather and send environmental 

data to a collecting node [1]. The nodes, also known as specks, are electronic components that 

include a sensor, radio interface, sensors, a processor, an analog-to-digital converter and a power 

source [2]. These tiny sensors are placed across a region to carry out their specified functions [3] 

effectively. The crucial properties of WSN are energy, great scalability, memory and power [4]. 

Real-time applications, monitoring of natural occurrences, military settings and healthcare 

facilities could all benefit from using these factors. These data must always be accessible, 

regardless of location or time. WSNs are highly susceptible and defenceless against internal and 

external attacks since node communications are created via wireless connections, which enable 

data to be altered and intercepted, disclosing critical data to the use of third parties who are not 

authorized.Important data of government, the military, business, and healthcare may be lost due 

to security lapses and attacks on WSNs [5]. Cybersecurity is a set of tools and procedures 

designed to protect against breaches and unauthorizedaccess, alterations, or loss of computer 

data, networks, programs, and other digital assets [6]. Misuse-based detection techniques aim to 

locate recognized hazards by their signatures [7].  

On the other hand, malicious threats are constantly developing and proliferating, demanding an 

advanced network security system. Due to the extensive Internet usage, more computers are 

connected through networks. Efficient IDSs that distinguish between legal and stolen 

communications have been built using data science methodologies in recent years. IDSs are 

frequently used in communications networks to monitor and find malicious activity.IDSs can be 

differentiated into three groups: anomaly-based systems, hybrid systems and systems that utilize 

signatures to detect intrusions. While signature-based may identify known attacks with 

associated gathered signatures, it has a high false alarm rate [8].Anomaly-based can discover 

unknown hazardous acts by recognizing model deviation created based on typical behaviour. The 

accuracy presently used in anomaly intrusion detection techniques is lacking. Some datasets 

struggle to provide variation and volume of network traffic, while others lack information on a 

set of feature metadata [9]..  

The notion behind detecting intrusions in a system is identifying an attempt to infiltrate and 

affect elements like accessibility, integrity, privacy, or the system's level of services. An essential 

part of Network Intrusion Detection Systems (NIDS) is addressing and solving security issues. 

NIDS keeps an eye on network traffic to look for any unusual activities. It also analyses data 

from network traffic to look for security breaches such as anomalies, invasions and abuse. A 

network with an NIDS installed may analyze traffic flows to find security concerns and 
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safeguard digital records.NIDS should address massive traffic and high dimensionality problems 

[10]. 

ML techniques are usually helpful in collecting substantial amounts of data and creating valuable 

insight [11]. NIDS can benefit from ML techniques, although these methods have limits when 

dealing with a lot of network data.Feature selection (FS) is a technique for reducing unwanted 

and repetitive features and selecting the most appropriate feature subset to improve the 

classification of attack pattern types. As a result, preprocessing, classifier algorithms and feature 

reduction are three essential factors in creating NIDS. The difficulties of NIDS include managing 

massive amounts of data, many false alerts, and data mismatches. These issues can be resolved 

by using different sequential patterns. As a result, the sequential pattern with ANN approach is 

the main emphasis of this study to improve accuracy and apply an efficient optimizer for 

predicting assaults of high accuracy using the IDS idea with ANN.  

This paper proposes a novel approach that combines sequential pattern analysis using ANN with 

biometric authentication to predict and prevent attacker transactions in WSNs. The approach 

used to solve this challenge is explained in Section 2, which introduces associated literature for 

IDS models.Session 3 discusses the feature extraction method as SAE for encoding and decoding 

the transaction data with the ANN method by sequence pattern. Section 4 discusses the 

performance of the proposed SAE with the ANN sequence pattern with biometric authentication, 

which is evaluated with the existing ML model. Session 5 concluded that SAE with sequence 

pattern of ANN has high accuracy in detecting intruders as IDS. 

II LITERATURE REVIEW 

Cyber security is a critical aspect of the WSN for safely storing and transmitting data over the 

Internet. Numerous researchers have researched the WSN in terms of producing safe data and 

having the potential to identify and isolate cyberattacks ineffectually, notably in WSN. 

Accurately identifying the cyberattack is made possible by this literature's mastery of numerous 

ML techniques. These security risks are provided here, along with information on how ML 

techniques can help us conduct these assaults [12]. Anomaly detection is examined in IoT 

systems intrusion detection[13].The kNearestNeighbors (KNN) distances are thoroughly 

analyzed after fast and reliable anomaly detection using a Cumulative Sum Control 

(CUSUM)chart.The ML is currently utilized to accurately and quickly determine if a drone is in 

the air or on the ground [14]. To use NN classifiers and random forests, the attributes that 

dependon the communications packet size and inter-arrival time between the drone and its 

Remote Controller (RC) are fed into such systems. 

One of the most well-known applications of AI is ML, in which algorithms create mathematical 

models from sample data for making predictions or judgments without being specifically trained 

in it [15]. Since they focus on connected hosts and connections like switches, IDSs are frequently 

installed afterthesecured network equipment [16]. Additionally, specific programs require an 

integration of data sets to operate correctly. The ML method doesn't need human involvement, 



Page 214 of 15 
Dr.K. Anuradha / Afr.J.Bio.Sc. 6(Si2) (2024) 211-225 

which is consistent with the nature of WSNs and has surprising patterns and behaviours [17]. 

The resources and computing capabilities of nodes and the requirement for sizable data sets for 

learning are the two critical obstacles to ML in WSNs. The challenging task of applying ML 

algorithms to maintain the confidentiality and integrity of security requirements is one of the 

most significant issues ML algorithms faceconcerning the security of WSN networks. Thereby, 

ML methods can improve wireless network security, decrease congestion issues, and assist with 

error detection and physical layer authentication processes [18]. 

Authors in [19] proposed a new model to improve DoS detection and lower power consumption 

in WSNs. ANN has no input restrictions, making it superior to other classification algorithms for 

categorizing complex and non-linear data sets [21]. Statistical analysis is provided as a possible 

way to detect online DoS.The authors employed binary logistic regression in the black-hole 

attacks and forward-selective. Logistic regression was utilized after a run-time monitoring tool 

had gathered the local WSN node performance and determined if the packets were malicious or 

benign. Their prediction was 96 to 100 percent accurate [22]. The authors have developed a 

flexible intrusion detection method utilizing a Deep Neural Network (DNN). The results 

accuracy for various forms of network traffic was also improved [23]. The authors also used 

Particle Swarm Optimization (PSO) and Backpropagation Neural Network (BNN) to develop a 

simple intrusion detection system for WSN networks [24].  The attack site visitors and non-

attack traffic styles are analyzed after simulation depending upon unique parameters[25] .The 

author describes the Machine learning and Deep learning technology are used to avoid security 

issues in IOT Devices[26] 

III RESEARCH METHODOLOGY 

The major goal of SAE is initiating its parameter in the training data and associated with 

backpropagation functions. Once the SAE is done through AE, which performs as the pre-

training model, assist ANN with a sequential pattern for generating a fine-tuned ANN model to 

detect attacktype.The sequence pattern helps identify the pre-trained model through the SAE 

algorithm and precisely see the attack type. The WSN-DS dataset is collected from open source 

Kagglein which CSV file shown with few transactions is illustrated in figure 1.  

 

Figure 1 WSN Dataset From Kaggle Source As An Input File 
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During data preprocessing, normalization is done todefine better the feature's information for 

accomplishing target as attack_type" in the binary format as "Normal" as 1 and "Intruder" as 0 is 

determined through labelEncoder(). The preprocessing assist in converting all independent 

variable into integer or float data types to maintain continuous variables and the ID number 

variable is dropped. The architecture of SAE with ANN sequence pattern model is explained in 

Figure 2. 

 

Figure 2 SAE with ANN sequence pattern architecture for IDS 
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The SAE algorithm has played an essential role in securing data transmission through encoder 

and decoder concept using hash key and reconstruction of encrypted code into input data, which 

act as a pre-trained network layer process shown in Figure 2.  

Working of Stacked Autoencoder 

One unsupervised Neural Network (NN) is Autoencoder (AE),which helps to learn to reduce the 

difference between input and output data. Encoders and decoders are the two types of AE. The 

original data gets mapped with encoder code, which deals with code dimensions less than the 

original data. In the decoder case, the code has tried to map an original input. The dimensionality 

reduction is an AE application that considers input as/; the AE goal is represented as y = z, 

expressed in equation 1 for learning AE function. 

( ) yxF ibw


.
                                                                                                                            (1) 

Where, 

W = Weight of the entire neural network 

ib =  Image bias 

The primary reconstruction loss in AE loss function for  distance in which Stochastic Gradient 

Descent (SGD) has been utilized to fine-tune the weight and bias in AE module shown in 

equation 2.  

( ) ( )xFx ibwibwL
P

,min, −=                                                                                               (2) 

However, better results are obtained through a Stacked Autoencoder (SAE) that involves various 

AE in which the output of each AE is assigned to the input of the succeeded AE. The steps given 

below are essential steps for SAE training. 

Step 1 - Encoder transformation 

The SAE with M number of AE is represented as mth AE's encoder and decoder functions 

transformation.In SEA, the encoder transformation function has been examined using function of 

encoder transformation for each AE in forward order gets, illustrated in equation 3.  

( )x
mmm

encoded xx 
121

,,,, 
−

==                                                                                     (3) 
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Step 2 - Decoder transformation 

In the case of SAE, the decoder transformation function has been evaluated by function of 

decoder transformation for each AE in reverse order, illustrated in equation 4. 

( )xxx
w

reconstrctDecoded 
1221

,,,, ==
                                                                               

(4) 

When one layer is trained, the other layer's parameters get fixed, whereas the output of the 

preceding layer has been utilized as an input for the subsequent layer. Thus, it will continue till 

the training is completed. The backpropagation algorithm has been used to reduce the 

reconstruction error once all the layers are trained and the weights are modified. To accomplish 

high-level features, SAE code is essential for encoding the statistical features. Hence, this 

research concentrated on SAE code for performing statistical features from network traffic. 

Figure 3 explains the heat map based on correlation on the 16 available variablesintheWSN-DS 

dataset that have been analyzed to understand the significance of the attributes present. 

 

Figure 3 WSN-DS dataset correlation on their 16 variables 
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ANN model working principle 

To acquire ANN model with sequence patterns and made by accomplishing an apparent with 

accurate prediction.TheX dataset pairs contain variables that are assumed as well as the outcome 

(m1, t1), (m2, t2), (m3, t3), ….(mX, tX). The NN structure is generally created using the basic 

formula mentioned in Equation 5. 

( ) tm
ii

F =                                                                                                                                      (5) 

Where,  

mi= Input value  for i= 1, 2, 3,  …, X. 

ti= Target value  

Moreover, it allows for error ∈𝑖typically, n indicates the ANN output expressed in equations6 

and 7. 

( )mn
ii

F=                                                                                                                                     (6)   

and 

+=
iii

nt                                                                                                                                     (7)   

The𝑛𝑖has indicated weight and bias associated with parameters generated as an optimizer 

influence. The setup of ANN in F has reduced the error function illustrated in Equation 8.  

 −
=

=
X

i nt
ii

N
E

1

21
                                                                                                            (8)  

Where, 

N = Training patterns numbers 

The N=2 has represented that ANN model is a two-way classification method 

E = Parameter function for F 

It is essential to determine the weight values which minimize the error by differentiating E.This 

research has discussed one term of the sum illustrated in equation 9. 

( ) ( ) ( )ttntntnt xx−−−− +++=
2222

2211
                                                                (9) 

The input and output value is fixed, but only the parameter is estimated by weights and 

differentiated from both sides, as illustrated in equation 10. 
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ANN is more precise and even checks the fitness in the NN context and the output is defined 

as𝑛𝑖 =  𝑊𝑖𝑗𝑚𝑖 + 𝑏. 

Thus, the output entirely relies upon weights, but the differentiation on both sides is based 

on𝑊𝑖𝑗by chain rule is shown in equation 11. 
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−=



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=




− 2

2

                                                         (11) 

Where, 

mjis the ith coordinate position. The derivative provided direction in the reverse direction of this 

gradient after giving the maximum guidance for achieving the least point. Additionally, this 

derivative should be as near to 0 as feasible to ensure the least error rate.Thus, the ANN method 

is a layer-based network involving one or more artificial neurons, which usually influences the 

input, hidden, and output layers.  

 

The significant advantage of the input activation function Reluis that it doesn't stimulate all 

neurons simultaneously in which a neuron influences negative value is converted into zero 

anddeactivated.This makes the network with required neurons computationally effective in an 

outcome. In the case of backpropagation, the graph for gradient value at the negative side is said 

to be zero, determining that neuron elimination. The sigmoid function has assisted in maintaining 

the multi-class criteriathatmap the output value from 0 to 1 and is executed with better 

performance in the output layer of a classifier.Moreover, it doesn't have any guidelines for 

selectingthe activation function. The issue property may assist in the selection of a 

quickconverging network. There are specific properties under research, such as the Relu and 

sigmoid as an activation function.  

IV RESULTS AND DISCUSSION 

Figure 4 illustrates the sequence pattern epochs with loss function as binary cross entropy in 

which optimal results are obtained in the SAE-ANN sequence model 2 shows better accuracy 

compared to another sequence pattern of SAE-ANN model. Thus, the trained sequence pattern 

results in classifying the IDS performance of SAE with sequence pattern of ANN in WSN can be 

evaluated through confusion matrix metrics. 
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Figure 4 Epochs for SAE-ANN sequence model 2   

Table 1 Confusion matrix for various SAE-ANN model 

Classification of 

SAE-ANN model 

Confusion matrix class values for IDS in WSN-DS test sample 

True Positive 

(TP) 

True Negative 

(TN) 

False Positive 

(FP) 

False Negative 

(FN) 

SAE-ANN 

sequence model 1    

56348 46983 5556 3476 

SAE-ANN 

sequence model 2    

59135 49867 2073 1324 

SAE-ANN 

sequence model 3    

57388 47915 4620 2476 

 

Table 1 illustrates the 30% test sample from the WSN-DS dataset in which the overall test 

sample is 1,12,399 transaction records involved. The TP represent the normal in attack type, TN 

represents the intruder in attack type, FP representsthe wrongly predicted normal type from 

actual by the respective model, and FN representsthe wrongly predicted intruder type from actual 

by the respective model. This research involves three different sequence patterns of SAE-ANN 

model. Table 2 illustrate the confusion matrix for various SAE-ANN model.  
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Table 2 Confusion matrix metrics for various SAE-ANN model 

Classification of 

SAE-ANN model 

Confusion matrix class values for IDS in WSN-DS test sample 

Accuracy 

(%) 

Precision 

(%) 

Recall 

(%) 

F1-Score 

(%) 

Sensitivity Specificity 

SAE-ANN 

sequence model 1    

91.96 91.03 94.19 92.58 0.942 0.894 

SAE-ANN 

sequence model 2    

96.96 96.61 97.81 97.20 0.978 0.960 

SAE-ANN 

sequence model 3    

93.69 92.55 95.86 94.18 0.959 0.912 

 

 

 

Figure 5 Micro and weighted value for various ANN models 

Figure 5 illustrates the accuracy of three different SAE-ANN sequence models with Adam 

optimizer. The accuracy of SAE-ANN sequence model 2 is 96.96%, which is comparatively 

higher than other SAE-ANN sequential models. The proposed sequential pattern of SAE-

ANNhasa better prediction in classifying IDS from the transaction node in WSN.  
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Figure 6 Sensitivity and specificity score for various ANN models 

Figure 6 illustrates the sensitivity and specificity of differentSAE-ANN models.SAE-ANN 

sequence model 2  hasbetter sensitivity of 0.978 and specificity of 0.960, which is higher than 

other SAE-ANN models. Hence, it determines that a high true positive rate is better in SAE-

ANN sequence model 2.  

 

Figure 7 Accuracy for different optimizer ANN models 
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Figure 7 illustrates the precision, recall and F1-Score with different SAE-ANN models. In 

contrast, the precision, recall and F1-Score for SAE-ANN sequence 2 is 96.61%, 97.81%, and 

97.21%,respectively,andhas a better TP rate and TN rate than other SAE-ANN sequence models. 

Hence, SAE-ANN sequence model 2 performs betterin predicting IDS classification through 

SAE in WSN. 

V CONCLUSION AND FUTURE WORK 

The SAE-ANN technique with different sequential patterns as the classifier in recognizing IDS 

and identifying network shields from DoSattacksis developed to address the issues above. The 

pre-trained SAE algorithm plays an essential role in this research for securing the transmission 

data by encryption and decryption through hash key and fine-tuned through various sequence 

patterns of the ANN model. Thus, evaluating the proposed SAE-ANN model produces high IDS 

recognition and securely transmits WSN data. Biometric verification offers several benefits over 

conventional authentication techniques, including increased safety, convenience, and 

accessibility. However, it also poses certain challenges, such as privacy concerns, potential 

vulnerabilities to spoofing attacks, and the need for specialized hardware or software 

infrastructure. The integration of sequential pattern analysis using ANN methods with biometric 

authentication presents a promising approach for enhancing the security of WSNs.  
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