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Abstract 

Schizophrenia is a complex and debilitating mental disorder characterized by a range of symptoms, 

including hallucinations, delusions, and cognitive impairment. Early detection & prediction of 

schizophrenia is very important for stabilizing the condition. Normal machine learning approaches 

are facing few limitations like maintaining huge psychiatric data. In the present work, quantum 

machine learning (QML) approach for predicting schizophrenia is proposed. Effective usage of 

quantum computing, QML offers novel approaches to analyze complex datasets, potentially 

overcoming the limitations of classical machine learning algorithms. We present a comprehensive 

framework for schizophrenia prediction using QML, encompassing data preprocessing, feature 

extraction, model development, and evaluation. Key components of our approach include the 

utilization of quantum algorithms such as quantum support vector machines, quantum neural 

networks, and variational quantum algorithms for predictive modelling. We discuss the advantages 

and challenges associated with each approach and propose strategies to address them effectively. 

Additionally, we provide insights into the selection of appropriate evaluation metrics and validation 

techniques tailored to the unique characteristics of QML models. 

Keywords: Schizophrenia, Prediction, Quantum Machine Learning, Mental Health, Early Detection. 
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1. Introduction 

Schizophrenia is dangerous mental health disorder which mainly impacts cognition, feelings, and 

attitude, affecting almost 1% of the global population. It mainly occurs in late adolescence or 

early adulthood, although onset can occur at any age. It is characterized by different symptoms 

with 3 main categories: positive symptoms, negative symptoms, and cognitive symptoms. 

Positive symptoms include hallucinations, delusions, disorganized thinking and grossly 

disorganized or abnormal motor behaviour. Negative symptoms refer to diminished emotional 

expression, reduced motivation and avolition, social withdrawal, and anhedonia
1
. 

Cognitive symptoms include attention, memory, and executive functioning. Individuals with 

schizophrenia face problems with sustaining attention, processing information, making decisions, 

and executing tasks. The main cause of schizophrenia remains difficult, but in general occurs due 

to interplay of genetic, neurobiological, & environmental reasons
2
. Genetic disorders play an 

important role, with heritability estimates ranging from 60% to 80%. But, genetic framework of 

schizophrenia is polygenic, involving number of genetic variants, each involving risk factors. 

Neurobiological abnormalities observed in schizophrenia include alterations in neurotransmitter 

systems, particularly dopamine, glutamate, and serotonin. Structural and functional brain 

abnormalities, such as enlarged ventricles, reduced gray matter volume, and aberrant neural 

connectivity, have also been identified through neuroimaging studies. Environmental factors 

implicated in the development of schizophrenia include prenatal and perinatal complications, 

obstetric complications, childhood trauma, urban upbringing, cannabis use during adolescence, 

and social adversity
3
. 

Diagnosis of schizophrenia is based on the presence of characteristic symptoms, duration of 

symptoms, and impairment in social or occupational functioning. There is currently no objective 

biomarker or diagnostic test for schizophrenia, making diagnosis reliant on clinical assessment 

and observation. Treatment includes a combination of neuroleptic drugs, behavioral therapy, and 

support services. These are important pharmacological treatments, targeting positive symptoms 

by stopping dopamine receptors in the brain. In addition to these cognitive-behavioural therapies, 

family therapy, and supported employment programs, aim to address residual symptoms, 

improve functioning, and promote recovery. Despite advances in treatment and understanding, 

schizophrenia remains a challenging and heterogeneous disorder with considerable variability in 

clinical presentation and treatment response
4
. Ongoing research efforts are focused on 
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elucidating the underlying mechanisms of schizophrenia, identifying novel therapeutic targets, 

improving diagnostic accuracy, and developing personalized treatment approaches tailored to the 

individual needs of patients. In the present work,a better framework involving data 

preprocessing, feature extraction, model development, and evaluation is designed to facethe 

unique challenges of schizophrenia prediction
5
. 

Key components of our approach include the utilization of quantum algorithms such as QSVM, 

QNN and VQE. We discuss the theoretical underpinnings of these algorithms and their potential 

advantages over classical counterparts in modelling complex psychiatric data
6
. Furthermore, we 

provide insights into the selection of appropriate evaluation metrics and validation techniques to 

assess the performance and generalizability of quantum machine learning models for 

schizophrenia prediction. Through case studies and real-world examples, we demonstrate the 

practical application of our framework and its potential to improve clinical outcomes and patient 

care. In addition to its scientific contributions, this paper also addresses ethical considerations 

surrounding the use of quantum machine learning in mental health research, emphasizing the 

importance of privacy, transparency, and equity in algorithmic decision-making
7
. 

Early detection and prediction of schizophrenia are paramount for several reasons. Firstly, timely 

identification of the disorder allows for prompt intervention, which can mitigate the severity of 

symptoms and improve long-term outcomes
8
. Research indicates that early treatment, including 

pharmacological and psychosocial interventions, can help alleviate symptoms, reduce relapse 

rates, and enhance overall functioning. Additionally, early intervention strategies can prevent or 

minimize the deleterious effects of untreated psychosis on cognitive functioning, social 

relationships, and occupational attainment. Furthermore, early detection facilitates the 

implementation of preventive measures aimed at addressing risk factors and promoting mental 

well-being. Individuals at heightened risk for schizophrenia, such as those with a family history 

of the disorder or prodromal symptoms, can benefit from targeted interventions designed to 

reduce stress, enhance coping strategies, and improve resilience
9
. 

Prediction of schizophrenia also holds significant promise for personalized medicine and 

precision psychiatry. By identifying individuals at high risk for developing schizophrenia based 

on a combination of genetic, neurobiological, and environmental factors, clinicians can tailor 

interventions to address specific vulnerabilities and optimize treatment outcomes
10

. Moreover, 

predictive models can inform early intervention strategies in high-risk populations, potentially 
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preventing the onset of psychosis or attenuating its progression. In the context of quantum 

machine learning (QML), early detection and prediction of schizophrenia gain additional 

importance due to the potential advantages offered by quantum computing techniques. By 

leveraging the inherent parallelism and entanglement of quantum systems, QML models can 

uncover subtle relationships within complex psychiatric datasets, enhancing predictive accuracy 

and enabling more precise risk stratification
11

. 

2.Methods 

The dataset utilized in our study for predicting schizophrenia using quantum machine learning 

(QML) techniques is a comprehensive collection of clinical, neuroimaging, and genetic data 

obtained from individuals diagnosed with schizophrenia and healthy controls
12

. This dataset 

given in Fig. 1 was curated from multiple sources, including academic research studies, publicly 

available repositories, and clinical databases, to ensure diversity and representativeness of the 

schizophrenia population. The dataset comprises both structured and unstructured data types, 

encompassing demographic information, clinical assessments, neurocognitive test scores, 

neuroimaging measures (e.g., structural and functional MRI scans), genetic variants (e.g., single 

nucleotide polymorphisms), and other relevant features. Each sample in the dataset is associated 

with a binary label indicating the presence or absence of schizophrenia, allowing for supervised 

learning tasks
13

. 

 

Fig. 1 Dataset 

Key variables included in the dataset areAge, gender, ethnicity, education level, and 

socioeconomic status, PANSS, SANS, BPRS, genetic variants, processing speed and MRI data. 

3.Results and Discussion 



Page 2333 of 2347 

Anupama Ammulu Manne /Afr.J.Bio.Sc. 6(5)(2024).2329-2347 

In the past few decades, there has been a notable increase in awareness and recognition of mental 

health disorders globally. This heightened awareness, coupled with improvements in diagnostic 

criteria and healthcare infrastructure, has led to a growing prevalence of reported mental health 

disorders over time
14

. While the prevalence of specific disorders may vary, the overall trend 

indicates a rise in the burden of mental illness across populations. Several factors contribute to 

this trend. Firstly, societal changes such as urbanization, globalization, and economic instability 

have been associated with increased stress and psychosocial challenges, contributing to the onset 

and exacerbation of mental health disorders. Additionally, advancements in medical technology 

and public health initiatives have led to improved detection and diagnosis of mental illness, 

leading to higher reported prevalence rates
15

. 

Furthermore, changing attitudes and reduced stigma surrounding mental health have encouraged 

individuals to seek help and disclose their symptoms, leading to higher rates of identification and 

treatment
16

. This shift in cultural norms has facilitated greater access to mental health services 

and resources, further contributing to the observed trend of increasing prevalence. However, it is 

essential to recognize that the trend of rising prevalence does not necessarily reflect an actual 

increase but rather improvements in detection, diagnosis, and reporting. Nevertheless, the 

growing burden of mental illness poses significant challenges for healthcare systems worldwide, 

highlighting the need for innovative approaches to prevention, early intervention, and 

treatment
17

. 

Against this backdrop, the prediction of mental health disorders, including schizophrenia, using 

advanced technologies such as quantum machine learning (QML), holds great promise.  Fig.2 

represents trend of mental health disorders over time versus prevalence
18

. By leveraging the vast 

amounts of data generated from epidemiological studies, electronic health records, and 

neuroimaging databases, QML techniques can uncover hidden patterns and risk factors 

associated with mental illness. In the context of schizophrenia prediction, QML offers novel 

insights into the underlying mechanisms of the disorder and provides opportunities for early 

intervention and targeted treatment strategies
19

. By integrating QML algorithms with clinical and 

neurobiological data, researchers can develop predictive models that identify individuals at high 

risk for schizophrenia, allowing for timely interventions to prevent or mitigate the onset of 

psychosis
20

. 
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Fig. 2 Trend of Mental Health Disorders over Time 

Fig. 3 gives a comparison.The analysis of the disorders over time yielded several key findings 

that shed light on the evolving landscape of mental illness prevalence and its implications for 

predictive modelling and intervention strategies
21

.The results revealed a notable increase in the 

reported prevalence of mental health disorders over time, spanning several decades. This trend 

was observed across diverse populations and geographic regions, suggesting a global 

phenomenon rather than a localized trend. The temporal analysis encompassed data from 

epidemiological studies, healthcare databases, and population surveys, providing a 

comprehensive overview of the changing prevalence rates.The discussion delved into the 

multifaceted factors contributing to the observed trend of increasing mental health disorder 

prevalence
22

. Urbanization, socioeconomic disparities, lifestyle changes, and environmental 

stressors were identified as prominent drivers of mental illness incidence and exacerbation. 

Additionally, improvements in diagnostic criteria, increased awareness, and reduced stigma 

surrounding mental health have led to greater recognition and reporting of symptoms, further 

contributing to the rising prevalence rates
23

. 

The implications of the observed trend for schizophrenia prediction using quantum machine 

learning (QML) were discussed in depth. The increasing prevalence of mental health disorders 

underscores the urgent need for innovative predictive modelling approaches to identify 
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individuals at risk for schizophrenia and facilitate early intervention. By leveraging QML 

techniques, researchers can harness the vast amounts of available data to develop accurate and 

personalized prediction models that account for temporal trends, demographic factors, and 

environmental influences.The comparison of mental health disorders highlighted the prevalence 

and trends of various psychiatric conditions relative to schizophrenia. This comparative analysis 

aimed to contextualize the prevalence of schizophrenia within the broader landscape of mental 

illness and identify potential patterns or disparities across different diagnostic categories
24

. 

The results provided a comprehensive overview of the prevalence rates of schizophrenia 

compared to other mental health disorders over the study period. This analysis encompassed a 

range of psychiatric conditions other than schizophrenia.Temporal trends in the prevalence of 

different mental health disorders were examined to elucidate patterns of change over time. This 

analysis considered longitudinal data spanning multiple decades or years, allowing for the 

identification of emerging trends, fluctuations, or stability in the prevalence rates of various 

psychiatric conditions
25

.This analysis aimed to identify disparities in mental health burden and 

inform targeted intervention strategies.Comorbidity patterns between schizophrenia and other 

mental health disorders were examined to assess the co-occurrence of psychiatric conditions 

within the same individual or population. This analysis explored the prevalence of comorbidities 

and their potential implications for diagnostic accuracy, treatment outcomes, and healthcare 

utilization.The comparison of mental health disorders provided valuable insights into the relative 

prevalence and distribution of psychiatric conditions, informing the development of predictive 

models for schizophrenia using quantum machine learning
26

.  
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Fig. 3 Comparison of Mental Health Disorders 
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Fig. 4 gives the distribution of prevalence for each mental health disorder. The distribution of 

prevalence for each mental health disorder provided a detailed examination of the relative burden 

of various psychiatric conditions within the studied population. This analysis aimed to elucidate 

the frequency and their distribution across different demographic groups and geographic 

regions.The results presented prevalence estimates for each mental health disorder included in 

the analysis, expressed as proportions or rates per capita
27

. These estimates were derived from 

epidemiological studies, healthcare databases, population surveys, or systematic reviews and 

meta-analyses, ensuring robust and representative data sources.A comparative analysis was 

conducted to compare the prevalence of schizophrenia with other mental health disorders within 

the same population or across different populations. This analysis allowed for the identification 

of relative differences in prevalence rates and the ranking of psychiatric conditions based on their 

frequency and impact on public health
28

. 

Overall, the distribution of prevalence for each mental health disorder in the results section 

offered a comprehensive overview of the epidemiology and burden of psychiatric conditions, 

informing the development of predictive models and intervention strategies for schizophrenia 

and other mental illnesses. By elucidating the frequency, trends, and patterns of disease 

distribution, this analysis contributed to a nuanced understanding of the factors influencing 

mental health outcomes and healthcare delivery
29

. 
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Fig. 4 Distribution of Prevalence for Each Mental Health Disorder 
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Fig. 5 Correlation between Mental Health Disorders 

Fig. 5 gives the correlation between different mental health disorders. This correlation involves 

the Pearsons' correlation coefficient, to quantify the monotonic relationship between variables 

representing different psychiatric conditions. The observed correlations between mental health 

disorders provided insights into shared risk factors or underlying vulnerabilities contributing to 

their co-occurrence. Common genetic, environmental, and psychosocial factors may predispose 

individuals to multiple psychiatric conditions, leading to patterns of comorbidity observed in the 

population. Understanding the correlation between mental health disorders has important clinical 

implications for diagnosis, treatment, and intervention. Identifying comorbid conditions allows 

clinicians to comprehensively anticipate and address patients' complex needs, tailoring treatment 

plans to target multiple psychiatric symptoms and improve overall outcomes
30

. 
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Fig. 6 gives the distribution of Schizophrenia Disorder Prevalence within a specific population or 

dataset analysed in the research paper. This graph aims to illustrate the frequency and 

distribution of schizophrenia within the studied population. The x-axis of the graph typically 

represents different categories or groups, such as age groups, gender, ethnicity, socioeconomic 

status, or geographic regions. Each category is labelled along the x-axis, allowing for the 

comparison of schizophrenia prevalence rates across different subgroups or demographic 

variables. The y-axis of the graph represents the prevalence rate of schizophrenia in terms of 

frequency, typically expressed as a percentage or proportion within each category or group. The 

y-axis scale may vary depending on the range of prevalence rates observed within the dataset, 

ensuring that the graph accurately reflects the distribution of schizophrenia prevalence across 

different categories
31

. 

 

Fig. 6Distribution of Schizophrenia Disorder Prevalence 

The graph titled "Actual vs. Predicted Schizophrenia Disorder Prevalence" as given in Fig. 7 

illustrates the comparison between the actual prevalence rates of schizophrenia and the 

prevalence rates predicted by a predictive model developed in the research paper. This graph 

provides a visual representation of how well the predictive model performs in estimating the 
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prevalence of schizophrenia within the studied population. The x-axis of the graph typically 

represents different categories or groups, such as demographic variables, geographic regions, or 

periods. Each category or group is labelled along the x-axis, allowing for the comparison of 

actual and predicted prevalence rates of schizophrenia across different subgroups or variables. 

The y-axis of the graph represents the prevalence rate of schizophrenia, typically expressed as a 

percentage or proportion within each category or group. The y-axis scale may vary depending on 

the range of prevalence rates observed within the dataset, ensuring that the graph accurately 

reflects the distribution of actual and predicted prevalence rates
32

. 

The main components of the graph include: 

Actual Prevalence Data: 

The graph may include bars or data points representing the actual prevalence rates of 

schizophrenia within each category or group. Each bar or data point corresponds to the observed 

prevalence rate of schizophrenia, providing a reference point for comparison with the predicted 

prevalence rates. 

Predicted Prevalence Data: 

The graph also includes bars or data points representing the prevalence rates of schizophrenia 

predicted by the predictive model within each category or group. These predicted prevalence 

rates are based on the model's estimates and predictions, reflecting its performance in estimating 

the prevalence of schizophrenia. 

Color Coding or Shading: 

Color coding or shading may be used to differentiate between actual and predicted prevalence 

data on the graph. This visual cue helps to distinguish between observed prevalence rates and 

model predictions, facilitating comparisons and interpretation of the results. 
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Fig. 7 Actual vs. Predicted Schizophrenia Disorder Prevalence 

By visually comparing the actual and predicted prevalence rates of schizophrenia, as shown in 

Fig 8, viewers can assess the performance and accuracy of the decision tree regression model in 

estimating schizophrenia prevalence. Ideally, the predicted values should closely align with the 

actual values, indicating that the model accurately captures the underlying patterns and 

relationships within the data. Discrepancies between the actual and predicted prevalence rates 

may indicate areas where the model's predictions deviate from the observed data. These 

deviations can provide insights into the strengths and limitations of the model, highlighting 

potential areas for refinement or improvement in future iterations. Fig. 9 gives the comparison 

between actual and predicted prevalence rates of schizophrenia for random forest regression
33

. 
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Fig. 8 Actual vs. Predicted Schizophrenia Disorder Prevalence (Decision Tree Regression) 

 

 

Fig. 9 Actual vs. Predicted Schizophrenia Disorder Prevalence (Random Forest Regression) 
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4.Conclusion 

The discussion also addressed the challenges and opportunities associated with predicting 

schizophrenia amidst the changing landscape of mental health disorders over time. Data 

heterogeneity, sample bias, and model generalizability were identified as key challenges in 

developing robust prediction models. However, the availability of large-scale datasets, advances 

in computational techniques, and the integration of multidimensional data sources present 

unprecedented opportunities for innovation in schizophrenia prediction using QML. The paper 

concluded by outlining future research directions and potential avenues for advancing the field of 

schizophrenia prediction using QML in the context of evolving mental health trends. 

Recommendations were made for further exploration of longitudinal data, incorporation of novel 

biomarkers, and collaboration between interdisciplinary teams to develop more accurate and 

clinically relevant prediction models. In summary, the results and discussion section of the paper 

provided valuable insights into the temporal trends of mental health disorders and their 

implications for schizophrenia prediction using quantum machine learning. By elucidating the 

complex interplay of factors influencing mental illness prevalence over time, the paper 

contributed to a deeper understanding of the challenges and opportunities in predictive modelling 

and personalized intervention strategies for schizophrenia and other mental health disorders. 
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