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1. Introduction  

 Indonesia's strategic location in a tropical climate offers advantages and chances for development in 

agriculture, economics, and other fields. The tropical climate is distinguished by abundant precipitation and ample 

sunlight, making it conducive to agricultural, horticultural, maritime, forestry, and tourism pursuits. Indonesia is known 

for its uniqueness and specialties, such as Lampung, which is known for its special species of orchids [1], and crops 

such as coffee. Indonesia is recognized as the fourth-largest coffee producer globally, with a particular focus on the 

growth of its plantations. Coffee holds a significant place in people's daily lives and culture worldwide. The Coffee 

Canephora plant's Robusta coffee variety is integral to the global coffee industry. Coffea canephora L. (Robusta) and 

Coffea arabica L. (Arabika) are the two most widely popular types of coffee [2]. One of Indonesia's most famous 

coffee-producing provinces is Lampung. The quality and taste of Lampung Robusta Coffee have attracted the attention 

of many coffee lovers and stakeholders in the coffee industry [3].  In the digital age, individuals' opinions and 

perspectives regarding coffee products and brands are readily available on many online forums, social media platforms, 

and websites.  
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Abstract 

Coffee is known as an international commodity. Two types of coffee beans have a high commercial value, namely 

Arabica and Robusta. Indonesia is the largest producer of Robusta coffee in the world, and Lampung Province is 

the best producer of Robusta coffee in Indonesia. People have a lot of opinions about the Robusta coffee from 

Lampung because of its specialty. This research aims to analyze the sentiment towards Lampung Robusta Coffee 

based on comments on YouTube. This research aims to analyze the sentiment of Lampung Robusta Coffee on 

YouTube. This research uses AI methods such as Support Vector Machine (SVM), Naïve Bayes, and K-Nearest 

Neighbor (KNN) algorithms. We also considered balanced and unbalanced datasets and adopted a data-balancing 

approach. Overall, the sentiment towards Robusta coffee is mostly positive, with 145 instances (71.4%) 

expressing positive sentiment and 48 instances (28.6%) expressing negative sentiment. Among the three 

classification methods, support vector machines achieved the highest accuracy of 82.82% when matching the 

data with SMOTE, followed by Naive Bayes with 79.54% and K-Nearest Neighbors with 77.38%. The results of 

this study conclude that the SVM algorithm has the best accuracy on the YouTube comment dataset used in this 

study. 
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 The rapid advancement of technology undoubtedly significantly impacts the human race. The pace of 

technological advancements is rapidly accelerating. Artificial intelligence (AI) is a rapidly advancing technology. The 

advancement of AI has significantly impacted the efficiency of human labor. AI's application is not restricted solely to 

the telecommunications sector but extends to finance, manufacturing, services, government, and even the agriculture 

economy. Sentiment analysis is a method used to assess the sentiment expressed in a document or statement and classify 

it as positive, negative, or neutral. Sentiment analysis applies statistical techniques to investigate, analyze, and extract 

textual information related to various entities, such as services, products, individuals, phenomena, or subjects. The 

analytical phase involves assessing multiple forms of textual content such as texts, forums, tweets, or blogs using pre-

processed data that includes tokenization, removal of standard terms, elimination of word variations, identification of 

the root form of words, determination of sentiment, and classification of sentiment [4]. Individuals utilize social media 

platforms to express their emotions [5]. YouTube is a publicly accessible kind of media. Youtube offers diverse 

entertainment and informative content, including news, music, and movies. Additionally, YouTube Channels include 

review menus. A sentimental analysis of Lampung Robusta Coffee is essential to understanding how people respond 

to and evaluate this product [6]. Sentiment analysis typically falls under supervised learning. This requires annotation 

of the data [7].  

 Machine learning (ML) is one of the artificial intelligence (AI) sciences. Large amounts of historical data may 

be processed by computer systems, and they can use machine learning techniques to find patterns. As a result, the 

system's predictions based on input data are more accurate. The utilization of machine learning technology in this 

research has demonstrated its efficacy as a potent instrument for evaluating public opinion and sentiment on a wide-

ranging level [6]. Using machine learning techniques, sentiment analysis succeeded worldwide [7]. This research 

analyzes hospital service sentiment in Lampung using a machine-learning approach [8]. Data from YouTube social 

media, product reviews, and forum discussions was collected, and then machine learning algorithms were applied to 

classify sentiment into positive and negative [9]. Three machine learning classification techniques are used in this 

study: K-nearest Neighbor (K-NN), Naïve Bayes (NB), and Support Vector Machine (SVM). The present research 

used the SVM technique with Term Frequency-Inverse Document Frequency (TF-IDF) as the strategy for feature 

extraction. This study diverges from prior research by employing data balancing methods using SMOTE. SVM has the 

advantage of finding the best hyperplane to separate two classes in feature space and using a Structural Risk 

Minimization (SRM) strategy for more optimal results [8]. The Word weighting using TF-IDF will be classified into 

two sentiment values, positive and negative [9]. The feature extraction methods include TF-IDF, SVM, and NB [6]. 

TF-IDF improves raw term frequency computations by also considering the IDF of each term, which can be 

characterized by the amount of information each word carries [10]. Once the dataset's preprocessing is finished, the 

weighting procedure is implemented. This important crucial is converted into a vector representing the word so the 

system recognizes it [11]. SMOTE is a statistical method that balances data between minority and majority classes 

[12]. Hande[13] with Amount of data: 7671 Source: YouTube, 59% accuracy for sentiment analysis. 66% accuracy for 

extensive language detection. Sentiment analysis has been used in previous research, The Sentiment Analysis of 

Indonesian online travel agent sentiment analysis using machine learning methods [14]. Salma & Silfianti, 2021 [15] 

with SVM: 76.50%, Naive Bayes: 72.30%, KNN: 59.10%. Previous research on sentiment analysis has led to the 

development of a large body of knowledge, the results of which have generated knowledge benefits, for example in the 

business arena, where companies can use sentiment analysis to understand customer views on their products or services. 

This information can be used to improve the customer experience, identify product problems, or direct marketing 

strategies, as well as for product development. 

 This study aims to evaluate the sentiment analysis of Lampung Robusta Coffee. For this study, we collected 

data from uploads and comments on YouTube. We experimented with the dataset to measure the best performance of 

machine learning methods and model comparison of three classification algorithms to find the best model. This research 

will provide valuable insights into people's impressions of Lampung Robusta Coffee. The knowledge gained from this 

research can be used to make decisions regarding future marketing and development of this coffee product. The 

programming language uses python as it is one of the most widely used programming languages in scientific computing 
[16]. The availability of packages like TensorFlow, PyTorch, Scikit-learn, and Keras has contributed to Python's rise 

in popularity. Python is an open-source language that allows anybody to use and modify major machine-learning 

libraries and frameworks. It also has great integration with other technologies, like databases, web development, and 

data analysis.  
 This research is structured as follows: Section 1 describes the introduction related to Indonesian coffee, 

artificial intelligence, machine learning, and related research on sentiment analysis, and Section 2 presents the method 

and workflow. This section discusses steps such as preprocessing, word weighting, holdout validation, training data, 

support vector machines, naive Bayes, and K-nearest Neighbor algorithms. Section 3 provides a comprehensive 

explanation of the research results and discussion related to the presentation. This section evaluates the performance 
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of each classification method. It provides insight into their effectiveness. Section 4 presents conclusions based on the 

research results. 

2. Method 

This paper outlines the research procedure illustrated in Figure 1. The first step involves gathering data on the use of 

YouTube. Following the manual method of assigning a sentiment value to each piece of data, the following step in the 

data pre-processing process was text cleaning. In this study, word weighting implements TF-IDF, and then data 

distribution is implemented using holdout validation. The next step uses the sampling method to balance the data. The 

final process in this study is the performance evaluation of the algorithm using the Confusion Matrix and comparing 

the three algorithms. The first stage is to identify the problems in the previous research results. We designed the concept 

model that will be used in the simulation. A preliminary design of the text mining process will be used. The second 

idea involves manually labeling the comments received after the data has been processed into training and test sets. 

During the simulation phase, the system is operated to replicate how the algorithm would function in a given 

environment. The dataset is entered, sentiment labeling is done on the dataset, training is done on the training data, and 

classification is done using test data to complete the simulation. A comparison of the accuracy of the algorithms 

employed in this study is the simulation's output. In the final step, the author analyzes the output from the scenario 

that was run to determine the algorithm's correctness for this study. 

 

Fig .1. The stages of the research 

2.1 Data Collection 

Data collection or data crawling is carried out using the YouTube API. The data are then stored in a CSV file. 

 

2.2 Data Processing 

Data pre-processing is used after the data-gathering step to cleanse and organize the data for future analysis. Several 

processes are carried out at this stage: cleaning, case folding, tokenizing, normalization, stopword removal, and 

stemming [17]. The following is a more detailed explanation of the functions in dataset processing. Cleaning is the 

process of removing noise or interference from raw text data. At this stage, we will process all research text data in 

several steps, such as deleting usernames, URLs, hashtag signs (#), mention signs (@), numbers, punctuation marks, 

HTML characters, and other symbols. Case folding refers to transforming capital characters into lowercase or vice 

versa in text processing. The main goal is to equalize the representation of words with different capitalization letters, 

thus facilitating the analysis and processing of text in natural language processing (Natural Language Processing). The 

tokenization is processed by separating the sentence into words per word, which can be used to analyze sentiment [14]. 

Tokenization is a method of splitting text into smaller units known as "tokens."  The labeling of the dataset was done 

manually by three labelers [18]. In the labeling process, two main labelers are responsible for determining the sentiment 

value of each tweet contained in the dataset. The label supporters will also choose the final judgment if the two main 

labelers have different judgment sentiments. In this study, Polaris is used as a measure of sentiment. Positive polarity 

is used for data containing positive sentiments, while negative polarity is used for data containing negative sentiments. 

One hundred forty-five data, or 71.4%, have a positive sentiment, and 58 data, or 28.6%, have a negative sentiment. 

The manual labeling's outcomes are displayed in Table 1. 
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Table 1. Manual Labelling Results 

Comment Sentiment 

Remember when I was in Lampung...picked  

my ongsreng...mashed it myself...wow, it's 

delicious. 

Positive 

Lampung robusta now tastes bitter like 

regular coffee 

Negative 

 

We utilize the Term Frequency-Inverse Document Frequency (TF-IDF) methodology in the present study. The TF-IDF 

approach quantifies the significance of a word or phrase within a dataset. This weighting process involves two main 

components: Term Frequency (TF) and Inverse Document Frequency (IDF) [19]. The term frequency (TF) measures 

how often certain words appear in a document. The more often the word appears, the higher the weight. Inverse 

Document Frequency (IDF) measures the word's uniqueness level in the entire dataset. Using the TF-IDF method, 

words frequently appearing in the document but rarely appearing in other documents will have a high weight [20]. 

Conversely, words that occur often in the entire dataset will have a low weight due to their lack of uniqueness. The 

result of this word weighting will be a numerical representation of each document in the dataset [21].  

 

2.3 Data Splitting 

As shown in Figure 1, we split the data distribution used in this study into training and test data. Holdout validation is 

part of the data distribution procedure. The data distribution is done by holdout validation. The division of data training 

and data testing into five scenarios: Scenario 1 is 50% data training and 50% data testing; Scenario 2 is 55% data 

training and 45% data testing; Scenario 3 is 60% data training and 40% data testing; Scenario 4 is 65% data training 

and 35% data testing; and Scenario 5 is 70% data training and 30% data testing. 

 

2.4 Sentiment Classification 

This study's sentiment classification stages use three algorithms: SVM, Naïve Bayes, and K-NN, three different 

machine learning algorithms. The dataset was divided into training and test data in the early stages.  The SMOTE 

technique addresses class imbalances through Synthetic Minority Over-sampling by re-sampling the minority class 

sample. The library used to balance data is imbalanced-learn [22]. The results were obtained by implementing the 

SMOTE into the balanced dataset. The training data helps train the classification algorithm, while the test data helps 

Analyze the modified algorithm's performance. The classification results are in the form of positive and negative 

sentiment predictions—the evaluation utilized metrics such as the Confusion Matrix, Accuracy, Precision, Recall, and 

F1-Score. 

 

2.4.1 Support Vector Machine (SVM) 

The SVM  is a learning algorithm that generates hypothesis spaces using linear functions in high-dimensional feature 

spaces. We conduct this training using learning algorithms based on the concepts of optimization theory The power of 

an SVM lies in its ability to learn data classification patterns with balanced accuracy and reproducibility. SVM has 

become a widely used tool for classification, with a high level of versatility that spans multiple data science scenarios 

[23]. SVM can be classified into two primary categories: linear SVM and nonlinear SVM. A hyperplane with a soft 

margin is used in linear support vector machines (SVM) to split data into related classes. In addition, non-linear SVM 

maps data into a higher-dimensional space for improved separation by using the kernel method [24].  

 

Fig .2. Linear SVM [25] 
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2.4.2 Naïve Bayes (NB) 

Maximum likelihood estimate is used in Naive Bayes classification to group samples into the most likely classes [26]. 

In this context, if we have an input vector, X, comprising features and a corresponding class label, Y, the notation 

P(Y|X) represents naive Bayes. This notation represents the posterior probability for Y, which is the likelihood of 

detecting class label Y given features X. The process of categorization also takes into account the initial possibility, 

P(Y), which represents the prior probability. Using the information from the training data, the task during training is 

computing the posterior probabilities (P(Y|X)) for each combination of X and Y [27].  

 

2.4.3 K-Nearest Neighbor (K-NN) 

The k-nearest neighbor (K-NN) algorithm is a supervised machine learning algorithm for classification tasks. The k-

NN method is a predictive model that assigns labels to data points based on their proximity to the nearest neighbors. 

The three generally used distance metrics are the Euclidean Distance metrics commonly used in mathematics and 

computer science, including the Manhattan and Minkowski Distance. After calculating the distance, look for K-NN 

near the new data. The simple principle of this method is data that will predict whether it belongs to the positive or 

negative class [28]. 

 

2.5 Evaluation 

The evaluation in this work involves comparing sentiment analysis performance utilizing three algorithms: SVM, NB, 

and K-NN with distance metrics such as Manhattan Distance and Minkowsky Distance. Upon computing the distance, 

search for K-NN near the new data. Tests on each dataset aim to determine Accuracy, Precision, Recall, and F1-Score 

value changes. After the classification process using SVM, NB, and K-NN, comparisons were made between the 

classification results of the three algorithms. This evaluation generates the Confusion Matrix and Classification Report, 

which include metrics such as accuracy, precision, recall, and f1-score. The Confusion Matrix provides information 

regarding the expected classification results of the algorithm and the actual information labeled by humans. The true 

negative (TN) value represents the accurate detection of harmful data, whereas the false positive (FP) value refers to 

positive data being incorrectly identified as harmful. TP refers to positive data that is accurately identified, while FP 

refers to harmful data that is mistakenly recognized as positive. Classification system performance is generally 

calculated using data from The confusion matrix, as shown in Table 2 below.  

 
Table 2. Confusion Matrix 

Actual 
Prediction 

Negative Positive 
Negative TN FP 

Positive FN TP 

 

The actual negative (TN) value accurately detects harmful data, whereas the false negative (FN) value refers to positive 

data being incorrectly identified as negative. True positive (TP) refers to positive data that is accurately identified, 

while false positive (FP) refers to negative data that is mistakenly recognized as positive. The Confusion Matrix table 

is used to measure the performance of a classification method by calculating the value of accuracy, precision, recall, 

and f1-score [29]. 

a. Accuracy 

Accuracy predicts true positive and negative data from the entire dataset. 

              𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁
 ×  100%  (1) 

b. Precision 

Precision is an objective measure of the level of correctness in the results generated by a model. Precision is the ratio 

of accurate optimistic predictions to the total positive predictions made. 

                𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =  
𝑇𝑃

𝑇𝑃+𝐹𝑃
 ×  100%       (2) 

c. Recall 

Recall measures model completeness. The confusion matrix gives insights into expected categorization outcomes for 

labeled data. 
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              𝑅𝑒𝑐𝑎𝑙𝑙 =  
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
 ×  100% 

(3) 

d. F1-Score 

The F1-Score compares the average value obtained from recall and precision. 

𝐹1 𝑆𝑐𝑜𝑟𝑒 = 2 × 
(𝑟𝑒𝑐𝑎𝑙𝑙 × 𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛)

(𝑟𝑒𝑐𝑎𝑙𝑙+𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛)
  (4) 

3. Results and Discussion 

In this study, we have done intensive numerical experiments. The dataset is taken from YouTube comments about 

coffee robusta lampung form with text attributes from August 2023 to September 2023. First, we got  942 datasets, and 

then after filtering and labeling, we had 203 (145 positives, 58 negatives). The data split into data training and data 

testing by using five different scenarios as follows: 

 
Table 3. Composition of training and testing 

Scenario Training Testing 

1 50% 50% 

2 55% 45% 

3 60% 40% 

4 65% 35% 

5 70% 30% 

 

We also considered the balanced and unbalanced datasets for this experiment and adopted a data-balancing approach. 

The results of research on imbalance and balanced data with five scenarios, according to Table 3, are as follows: 

 

 

Table 4. Scenario with imbalanced and balanced datasets 

 
 

  We used three methods for training and testing: SVM, NB, and K-NN algorithms. The oversampling method 

used to handle a class imbalance in classification problems uses SMOTE, which aims to increase the number of samples 

in the minority class by creating new synthetic samples based on existing samples in that class. The data selection in 

this study can be seen in Table 4, where the composition between training and testing data has been determined. The 

Python 3 programming language was used as a development tool for the data-splitting process, and the sci-kit-learn 

library was used to split the number of datasets. For classification modeling, the Sklearn package was used with the 

given dataset, specifically the Support Vector Classification (SVC) algorithm. Data can be classified into two 

categories: training and testing data. Then, testing uses several kinds of support vector machine kernels.  

  The four kernels used in this study are linear, radial basis function (RBF), polynomial, and sigmoid. The 

objective is to determine the kernel that achieves the maximum level of accuracy. The accuracy outcomes obtained 

from the SVM in the 2nd scenario are accuracy of 79.35%, precision of 78.31%, recall of 98.48%, and f1-score of 

87.25%. The Confusion Matrix for the best scheme for the imbalanced dataset for the 2nd scenario and the balanced 

dataset for the 5th scenario. The Naïve Bayes using data balancing techniques (SMOTE) can provide the best accuracy 

results of 80.56%. Precision is 81.36%, recall is 94.12%, and F1-score is 87.27% in the 4th scenario. Whereas for the 

imbalanced dataset, the accuracy results with the naïve Bayes in the 3rd scenario are 70.73%, precision 72.15%, recall 

96.61%, and f1-score 82.61%. The Confusion Matrix for the best scheme for the imbalanced dataset for the 3rd scenario 

and the balanced dataset for the 4th scenario. For the K-NN classification in this study, we are using a parameter of five 

neighbors, with weight based on distance and p equal to 1, to ensure the highest level of accuracy.  

   The testing results were based on five data-sharing scenarios with imbalanced and balanced datasets. Using 

data balancing techniques (SMOTE), the K-NN can provide the best accuracy results of 79.41%. Precision is 84.21%, 

Inbalanced Train Test Train Test Train Test Train Test Train Test Train Test Train Test Train Test Train Test Train Test

50% 50% 55% 45% 60% 40% 65% 35% 70% 30% 50% 50% 55% 45% 60% 40% 65% 35% 70% 30%

Positive 72 73 79 66 86 59 94 51 101 41 Positive 72 73 79 66 86 59 94 51 101 44

Negative 29 29 32 26 35 23 37 21 44 17 Negative 72 29 79 26 86 23 94 21 101 17

Total 101 102 111 92 121 82 131 72 142 61 Total 144 102 158 92 172 82 188 72 202 61

Balanced

Scenario 1 Scenario 2 Scenario 3 Scenario 4 Scenario 5Scenario 1 Scenario 2 Scenario 3 Scenario 4 Scenario 5
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recall is 87.69%, and F1-score is 85.91% in the 1st scenario. Whereas for the imbalanced dataset, the accuracy results 

with the K-NN in the 2nd scenario are accuracy is 73.91%, precision is 75.61%, recall is 93.94%, and f1-score is 83.78%. 

  In this study, the Confusion Matrix calculates various metrics such as Accuracy, Precision, Recall, and F1-

Score. A comparison of the three algorithms takes accuracy as a reference. The results of the accuracy comparison of 

the Support Vector Machine, Naïve Bayes, and K-nearest Neighbor algorithms are in Table 6. The algorithm that gives 

the best accuracy results is the SVM using the SMOTE of 86.89% in the 5th scenario, Naïve Bayes of 80.56% in the 

2nd scenario, and K-NN of 79.41% in the 1st scenario. SMOTE improves accuracy results for imbalanced datasets using 

the three algorithms. The highest balanced average value is SVM, with a score of 83.91, and imbalanced, with a value 

of 77.71%.   According to Table 6, for the performance of algorithmic methods on imbalanced and balanced datasets, 

the distribution of the comparison result data is as follows: In the imbalanced dataset scenario, SVM tends to provide 

overall better results than NB and K-NN. SVM has the highest average score for all evaluation metrics. In the balanced 

dataset scenario, K-NN performed better than NB and SVM, with the highest average values for most evaluation 

metrics.  

 The results of the performance comparison between the algorithmic methods are as follows: On the unbalanced 

dataset, SVM has the highest average value for all evaluation metrics, followed by K-NN, and NB has the lowest 

performance. SVM has the best performance with the highest average value for all evaluation metrics (accuracy, 

precision, recall, and F1 score) on both unbalanced and balanced datasets. 

Figure 3 shows that the SVM algorithm has the highest accuracy on balanced data with a value of 82.82%, followed 

by NB with 79.54% and K-NN with an accuracy of 77.38%. 

 
Fig .3. Graph of balanced result  

 

Table 5. The comparison of the three method algorithms (Percentage) 

Scenario 

 SVM Naïve Bayes K-NN 

Unbalanced Balanced Unbalanced Balanced Unbalanced Balanced 

 

 

1 

Accuracy 77,45 78,43 69,61 80,39 73,91 79,41 

Precision 76,6 80,72 71 80,46 75,61 84,21 

Recall 98,63 91,78 97,26 95,89 93,94 87,69 

F1-Score 86,23 85,9 82,08 87,5 83,78 85,91 

 

 

2 

Accuracy 79,35 84,78 70,65 77,17 78,26 78,26 

Precision 78,31 86,11 71,91 77,78 81,94 81,94 

Recall 98,48 93,94 96,97 95,45 89,39 89,39 

F1-Score 87,25 89,86 82,58 85,71 85,51 85,51 

 

 

3 

Accuracy 78,05 79,27 70,73 79,27 73,17 74,39 

Precision 77,33 82,81 72,15 81,82 75,34 80,65 

Recall 98,31 89,83 96,61 91,53 93,22 84,75 

F1-Score 86,57 86,18 82,61 86,4 83,33 82,64 

 

 

4 

Accuracy 76,39 84,72 69,44 80,56 72,22 77,78 

Precision 75,76 83,33 71,01 81,36 74,6 81,82 

Recall 98,04 98,04 96,08 94,12 92,16 88,24 

F1-Score 85,47 90,09 81,67 87,27 82,46 84,91 

 

 

5 

Accuracy 77,05 86,89 70,49 80,33 73,77 77,05 

Precision 76,79 86 72,41 80,77 76,92 85,71 

Recall 97,73 97,73 95,45 95,45 90,91 81,82 

F1-Score 86 91,49 82,35 87,5 83,33 83,72 

Average 

Accuracy 77,66% 82.82% 70,18% 79,54% 73,12% 77,38% 

Precision 76,96% 83,79% 71,70% 80,44% 75,44% 82.87% 

Recall 93,96% 94,07% 94,57% 94,49% 92,68% 86,38% 

F1-Score 86,30% 88,70% 82,26% 86,88% 83,17% 84,54% 

 

82.82 83.79 94.26 88.70

79.54 80.44 94.49 86.88
77.38 82.87

86.38 84.54

0.00

100.00

200.00

300.00

A C C U R A C Y P R E C I S I O N R E C A L L F 1 - S C O R E

SVM Naïve Bayes K-NN



Page 10868 of 10870 

Yodhi Yuniarthe / Afr.J.Bio.Sc. 6(5) (2024).10861-10870 

 
The comparison results of the accuracy, precision, recall, and F1 scores vary greatly, as shown in Table 5. These 

values show the computational level of the research using three algorithms. There is a variation of values between 

unbalanced and balanced with the five scenarios used. From these results, the SVM algorithm has the highest 

accuracy, precision, recall, and F1 score values. 

 

 
Fig .4. Graph of  tree algorithm result  

 

Figure 4 shows the results of the algorithm comparison, the SVM algorithm with imbalanced data performed very well 

on recall and F1-Score metrics; however, the SVM with balanced data performed better on accuracy and precision. 

When faced with imbalanced data, Naive Bayes often performs worse than the others across all metrics; however, K-

NN performance varies less significantly when faced with balanced or unbalanced data. In general, using balanced data 

enhances the algorithms' overall performance across a range of criteria, particularly for SVM. 

4. Conclusion 

This research analyzed Lampung Robusta Coffee's sentiment using a Support Vector Machine, Naïve Bayes, and K-

nearest Neighbor. The dataset comprised 203 instances collected from YouTube. Overall, the opinion of Robusta 

Coffee was generally positive. Lampung Robusta Coffee had a predominance of positive sentiment. One hundred forty-

five had a positive sentiment of 71.4%, and 48 had a negative sentiment of 28.6%. The Support Vector Machine has 

shown the best accuracy results method by balancing SMOTE data at 82.82%, then in Naïve Bayes at 79.54% and K-

nearest Neighbors at 77.38%, so it can be concluded that SVM has the best accuracy on the YouTube comment dataset 

used in this research. Sentiment analysis offers the chance to mine rich and diverse textual data for insightful 

information that can enhance decision-making in a variety of domains. 
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