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Abstract 

The increasing prevalence of cardiovascular diseases (CVDs) has become a 

major health concern. Arrhythmia is the deadliest heart condition of all 

cardiovascular disorders. Thus, timely and precise arrhythmia diagnosis is 

critical in preventing heart disease and abrupt cardiac death. Arrhythmia can be 

discovered on an electrocardiogram (ECG) by observing irregular heart 

electrical activity. The heart's electrical activity is recorded as an ECG signal, 

which contains both normal and pathological information. Classification of ECG 

patterns is critical for automatically diagnosing cardiac illness. This paper 

discusses the various learning approaches for automatically distinguishing 

different types of heartbeats. According to reported studies, the convolutional 

neural network (CNN) model is the best option for classifying arrhythmia. An 

ensemble of depth wise separable convolutional (DSC) neural networks 

achieves the highest classification accuracy, 99.88%. 

Keywords: Datasets,GA (Genetic algorithm), Feature selection, Information 

Gain, Missing Values Imputation, RMSE (Root mean square error) 

 

1.Introduction  

Missing Value Imputation (MVI), intended as the principal solution strategy for datasets having one or 

more missing attribute's values, has recently been the subject of a large number of studies. The addition 

of MVI improves the performance of Machine Learning (ML) models and calls for a thorough analysis 

of the MVI approaches used for various workloads and datasets. It will serve as a guide for beginners on 

how to create an efficient ML-based decision-making system for use in a variety of applications. In the 

literature that has been published in the last ten years, the state-of-the-art MVI approaches will be 

thoroughly reviewed and analysed in this article. The well-known Preferred Reporting Items for 

Systematic Reviews and Meta-Analyses (PRISMA) methodology is used to choose 191 publications that 

were published for review. We include pertinent definitions for those articles in our summary. 

2.Data Mining 

Data mining or big data analysis is recognized as a crucial and difficult task for many applications in 

daily life, where a specific dataset for a preferred topic is gathered to conduct such an analysis. Any 

learnable decision-making system for automated classification or regression tasks must start with a 
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dataset.But in order to create a general trained model, it is necessary to remove the practical dataset's 

unusually high proportion of missing values, irregular patterns (outliers), and redundancy with one or 

more variables. Tradition dictates that the former missing values be encoded as NaNs, blanks, 

undefined, null, or any other type of placeholder [1].Such missingness can be attributed to a wide range 

of sources in the datasets.However, there are three types of mechanisms for the missing values in the 

datasets [2], namely, Missing Completely at Random (MCAR), Missing at Random (MAR), and Not 

Missing at Random (NMAR). Let us consider an attribute variable 𝐼𝑖 connected to the 𝑖th sample as in 

Eq. (1). 

𝐼𝑖 = {
1                      𝑖𝑓 𝑖𝑡ℎ 𝑠𝑎𝑚𝑝𝑙𝑒 𝑟𝑒𝑠𝑝𝑜𝑛𝑑𝑠
0,      𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒                                          

[1] 

Consider an attribute variable 𝐼𝑖connected to the 𝑖th sample as in Eq. (2.1).In response modeling, we 

suppose that 𝑃 {𝐼𝑖 = 1} = 𝜃𝑖. The response probability 𝜃𝑖 may rely on a set of known 𝑃 auxiliary 

information 𝑥𝑖= (𝑥1 , …, 𝑥𝑗𝑖, …, 𝑥𝑝𝑖) or samples’ true label 𝑦𝑖.These include incorrect and inaccurate 

data entry, data availability issues, data gathering issues, missing features, missing files, incomplete 

information, etc.  When an instance's or observation's likelihood of having a missing value for an 

attribute does not depend on either the known values or the lost data, as is the case when the missing 

values are randomly distributed across all observations, the first mechanism, known as MCAR, takes 

place [2]. 

The absence of data is unrelated to any study variable in MCAR. So, a representative sample of all 

participants is made up of the persons who have all of the observed data, given a specific intervention. 

Assume that the probability i is unrelated to the research variable yi. In that circumstance, regardless of 

the dataset, observed values, or unobserved values, the missing values come within the MCAR category. 

For instance, if a schedule was lost, another one may be substituted from among the filled schedules, 

chosen at random. The second process, known as MAR, takes place when an instance's likelihood of 

missing an attribute value may be influenced by that property [2]. 

In other words, the lost data on a partially missing variable (yp) is not related to the values of yp itself, 

but rather to some other fully observed variables (xw) in the analytic model. Assume that yi's observable 

values but not its missing values determine the response probability i. In that situation, the missing data 

are referred to as MAR, depending on the seen data rather than the unobserved values. If, for instance, 

food consumption is missing from household surveys but the size of the household is present, we can 

still determine the missing food consumption by fitting a linear regression. The chance of an instance 

having a missing value for an attribute may vary on the value of that property [2], which results in the 

third remaining mechanism, known as NMAR. The data fall within the category of MNAR if they do 

not characterize with MCAR or MAR. The nonresponse is known as NMAR if idepend on the missing 

variable yi, where the missingness is dependent on the observed values of the dataset and the missing 

value. For instance, individuals who earn a lot of money are less likely to disclose it, while those who 

are infected with the Human Immunodeficiency Virus (HIV) are less likely to disclose it. However, a 

more recent article in 2020, which can be found in [2], reviewed those methods in great detail. The 

primary focus of this paper does not include a detailed examination of these missingness processes. 

Regardless of the origin, dealing with missing data is critical since any statistical findings based on a 

dataset with non-random missing values may be skewed. Missing data also contributes an inherent 

degree of ambiguity into a statistical analysis. In addition, many Machine Learning (ML) methods do 

not tolerate missing value data [3]. 

This paper examines and analyses Missing Value Imputation (MVI) methodologies in depth, as well as 

their judgements. The technological concepts, with accompanying benefits and drawbacks, of numerous 

MVI schemes, as well as mathematical formulations of their evaluation metrics, are meticulously 

presented to assist researchers in gathering such materials in a single study. This page also covers many 

ML models and associated evaluation criteria, with descriptions and formulations that are suitably 

succinct. This review also includes information on current trends in MVI methodologies used, MVI 

evaluation, ML models, and ML model evaluation. This study also indicates how the successful 

application of appropriate MVI methods with ML models improves the performance of decision-making 

actions, providing the results from numerous papers with various MVI and ML models for various 
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datasets in different domains. However, the core contributions of this review article on the MVI methods 

will be supportive for the research community for the following contexts: 

 The community of researchers benefits greatly from the essential knowledge on missing values, 

their missingness mechanisms, and MVI methodologies with assessment metrics. 

 Compiles twelve years' worth of missingness imputation data (from 2010 to 2021), including an 

assessment of the most recent trends in the use of MVI approaches. 

 Various ML models are included, together with performance metrics from the chosen papers, 

demonstrating trends in the most often used models and evaluation criteria. 

 Presents the findings from numerous studies pertaining to various methodologies and domain 

datasets to demonstrate that adding MVI methods can enhance the performance of ML models. 

 Provides acceptable explanations of MVI methods and ML models, together with their 

evaluations and a number of suggestions for choosing them. This information may help 

researchers of all skill levels create comprehensive decision-making systems. 

The literature search for this study is carried out using the well-known Preferred Reporting Items for 

Systematic Reviews and Meta Analyses (PRISMA) technique [4].PRISMA is a minimum set of 

evidence-based components that authors can use to present different kinds of systematic reviews and 

meta-analyses. It enables transparent and complete study reporting and is generally used to estimate the 

issues with a healthcare intervention. Using the search "missing value imputation" on "Google Scholar," 

a total of n = 428 papers for the MVI method were discovered. A few duplications in the literature are 

evident in the initially detected articles (n = 57), which are then eliminated to leave n = 371 items. 

Publications authored in languages other than English were next subjected to the first screening phase 

(first-level exclusion) (n = 11) and articles with a review, database, or letter format (n=12) are 

excluded.In this cycle, only articles from the years 2010 through August 2021 are kept. The total 

number of articles produced by this exclusion is n = 266 (see Fig. 1). When all the selected papers from 

the earlier steps are scrutinised, it is discovered that n = 37 of them have irrelevant study objectives and 

n = 21 of them use different techniques. N = 208 articles are made available by this second exclusion 

(see Fig. 1). Finally, n = 17 papers are further removed because neither they nor the other applied tactics 

openly present the MVI methodologies. N = 191 articles are finally included to carry out this targeted 

review process after the ensuing identification, screening, and eligibility testing. 

2.1Overview of Missing Value Imputation Techniques 

This section applies the PRISMA approach to provide a complete overview and review of various MVI 

approaches (see Section 2.1.3) and their assessment metrics (see Section 2.2) from the chosen papers 

(see Fig. 1). As mentioned in the previous section, a total of 191 papers are chosen for the review 

process. These 191 articles, which are shown in Fig. 2 as the year-by-year publication numbers for the 

MVI techniques from 2010 to 2021, are exhibited. This data shows that, especially after 2017, the 

number of publications on the MVI method per year increases with a positive slope. As a result of 

ourdecision to choose articles through August 2021, it is remarkable to note that the number of 

publications in 2021 has decreased.  



 Biswajit Brahma/Afr.J.Bio.Sc.6(Si3)(2024)                                                                             Page 3133 of 22 

 

 

 

 
 

As a result, a thorough examination of the techniques of MVIs in those massive papers is required. 

Many writers experimented with imputation success by displaying missing value simulations over a 

given dataset at various missingness rates. Again, some researchers looked at low missing rates, such as 

less than 30%, while others looked at high missing rates, such as 5 80% [2]. This article only covers the 

MVIs' methodological perspectives in the selected 191 papers. Lin and Tsai [2], on the other hand, 

discussed and analysed various studies that accounted for distinct missing rates: less than 30%, between 

30% and 50%, and greater than 50%. When the dataset contains a little amount of missingness (for 

example, less than 10% or 15% of the total dataset), the missing samples can be removed, a process 

known as case deletion, without materially impacting the final decision-making result. When the 

missing rate approaches 15%, however, special caution must be taken. However, not every domain 

dataset meets this condition, especially when little quantities of missing data transmit essential 

information, as in the case of records holding exceptionally large volumes of consumer spending data. In 

contrast to the case elimination strategy, MVI is the most commonly employed approach to solving the 

riddle of the fragmented dataset.  MVI is a statistical or machine learning-based strategy for replacing 

missing values with new ones. Section 2.1 describes MVI methods and outlines the various MVI 

algorithms.  
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2.2 Imputation methods 

The experimental block diagram of the general MVI technique, which divides each incomplete dataset 

into complete and missing sets, is shown in Figure 3. In order to replace the missing values in the 

missing dataset, one of the various MVI algorithms (shown in Fig. 4) uses the previously complete data 

to learn (train) parameters and estimate the right values. The simplest strategy for evaluating the 

imputation algorithms is to assess the discrepancies between the actual and imputed numbers. The 

alternative method involves classifying or grouping the outputted whole dataset and looking at the 

results' metrics. The following Section 2.4 examines the evaluation's specifics. A vast number of MVI 

approaches [5-45] are discovered by a review of the literature and are loosely classified into two [2]: 

statistical and ML-based MVI strategies, as shown in Fig. 4. These two types of MVI approaches are 

further subdivided into many algorithm types (shown in Fig. 4), which simplifies comparison presenting. 

Table 1 provides a general discussion of the approaches mentioned in Fig. 4, as well as whether they are 

supervised or unsupervised. The fundamental idea for applying those methods is presented in Table 1 

along with any associated benefits or drawbacks. As shown in Table 1, the algorithmic information of 

those MVI methods for implementation is also connected by supplying the appropriate references or 

citations. 

 

 



 Biswajit Brahma/Afr.J.Bio.Sc.6(Si3)(2024)                                                                             Page 3135 of 22 

 

 

Table 1 lists all of the MVI methods shown in Figure 4 along with its citation, basic imputation 

mechanism, and specific advantages or downsides.  

The unsupervised and supervised MVI approaches are denoted by the symbols cross-mark(✗) 

andcheck-mark(✓). 

Methods 

(Supervised?)  

Technical concept Remarks 

Statistic-based MVI methods 

EMMVI[5](✗) Iterates between the E-step and M-

step to estimate parameters directly, 

maximising the total data log-

likelihood function. 

Very sluggish convergence and 

inapplicable when the primary goals are 

confidence intervals of calculated 

parameters. 

GMMMVI [6] (✗)  Determines the missing value as 

data generation iteratively from the 

cluster, satisfying the condition of 

the log-likelihood function.  

Provides unsatisfactory imputed values 

if the class likelihood and its cluster 

have a heavily shared or common 

region between the classes 

HDMVI [46] (✗)  Imputes missing values by adopting 

values from similar, but complete 

records of the same dataset, 

employing an object called the 

donor.  

Although Gower’s coefficient 

determines a donor, a single donor 

might be selected to provide multiple 

recipients, creating redundancy. 

MCMCMVI [8] (✗)  Assigns the missing values from 

likelihood estimation based on 

Bayesian inference using the 

imputation and posterior steps.  

Not straightforward to determine the 

convergence, but reliable to replace 

missing value either a low or high 

percentage of missing data. 

ILLSMVI [9] (✓)  Predicts the missing data from the 

regressors, wherein each iteration, 

one variable is used as a response 

variable, and other variables serve as 

regressors.  

Requires to be more careful in this 

setting to ensure that the separate 

regression models are consistent among 

them. 

LTSMVI [10] (✓)  Starts from the KNN and is followed 

by iterative regressions in a 

transformed isometric log-ratio 

space.  

Allows estimating the missing cells in 

the response with the multivariate 

information and outliers. 

LLSMVI [11] (✓)  Least square-based method, 

applying many regressions using K 

neighbors taking K coherent genes 

instead of weighting or averaging K 

coherent genes.  

Applicable to various biological and 

chemical data; robust and accurate 

missing value estimation method. 

SBEMVI [12] (✗)  Simple substitution method, 

selecting neighboring proximity 

elements (min. distance from target 

place).  

Neglecting variances, as it considers 

only neighboring elements, can produce 

erroneous imputation. 

LRMVI [13] (✓)  Predicts the missing values from the 

regression coefficients of the fitted 

line or curve.  

Massively dependent on the outliers 

present in the training samples. 

TMVI [14] (✓)  Fills the missing elements, where 

the low rank of the tensor is often 

necessary to restrict the degree of 

freedom to avoid being an 

underdetermined problem.  

More stable and accurate, especially 

when the missing sample entries are 

minimal, and it can propagate structure 

to fill more significant missing regions. 

IDMVI [15] (✗)  Imputes values, combined with Often needs KNN to find more 
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multidimensional data with the help 

of the fuzzy membership function.  

information when the fuzzy 

membership cannot transfer 

information. 

MMVI [25] (✗)  Replaces values with a mean/ 

median/ mode value of non-missing 

elements in the corresponding 

variable.  

Reduces the variance of the imputed 

variables and does not preserve 

correlations between variables. 

MCMVI [16] (✗)  Fills the values by solving a Matrix 

Completion (MC) problem through 

inexact augmented Lagrange 

multipliers, considering MC as an 

optimization problem.  

It is a hurdle to find stopping criteria 

during optimization due to the 

oscillation of convergence-minima for 

some kinds of datasets. 

MICEMVI [17] (✗)  Assigns values from the regression 

model iteratively until reaching the 

stopping criterion, where missing 

positions are initially filled with 

mean and variance.  

It has a significant advantage over other 

methods in terms of flexibility but does 

not have the same theoretical grounds as 

other methods. 

MISRTMVI [18] (✗)  Combined Multiple Imputations 

(MI) and single tree prediction, 

decomposing the prediction error to 

the expected value and variance of 

the MI prediction.  

Raises ambiguity when the imputation 

number increases and the correlation 

among prediction models decreases. 

MIADMVI [19] (✗)  Uses outer covariates to fill missing 

values iteratively based on the fitted 

conditional model until meeting the 

ending criterion 

. Demands slightly more data analytic 

capacity and skills of programming. 

NBMVI [20] (✓)  Fills the missing values according to 

the Bayes theorem-based probability 

estimation from real data. 

Imputation error value depends on the 

size of complete data, instances with no 

missing values. 

BPCAMVI [21] (✗)  Uses probabilistic latent variables 

applying PCA regression, Bayesian 

estimation, and EM algorithms.  

Not computationally efficient as it 

applies those three algorithms 

simultaneously. 

PCAMVI [22] (✗)  Generates imputed data from a PCA 

model and are evaluated by 

projecting them to the principal axis.  

Only higher variances are considered to 

minimize the errors; some crucial 

information may be lost. 

CCMVI [23] (✗)  Each class center and its distances 

are marked to identify a threshold 

used for missing value imputation. 

 Requires very less imputation time than 

the ML-based methods 

GRLSRMVI [24] (✗)  Rough-filled values are refined 

using local self-defined cost 

function by linearly mixing the 

nearby samples and graph 

regularization, forcing the nearby 

samples’ deviation.  

Provides a global and uniform 

framework for recovering missing 

values, incorporating local structure 

information of data. 

ML-based MVI methods 

QRILCMVI [25] (✗) Imputes missing values by randomly 

drawing from a truncated 

distribution estimated by quantile 

regression, carrying log-

transformation to gain accuracy. 

Designed explicitly for left-censored 

data. 

SVDMVI [26] (✗)  Fills from a linear mixture of the k Has the significant advantages of 
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most eigen variables iteratively until 

a certain convergence threshold.  

handling datasets of various sizes, 

mixed types, and faster. 

ANNMVI [27] (✓)  The missing values are filled from 

the prediction of the end-to-end 

auto-encoder.  

Separates overlapped clusters of data 

but are heavily affected by highly 

skewed data. 

ARMVI [28] (✗)  Association rules describe the 

dependency links among data entries 

in a dataset where all data, including 

the missing ones, are filled 

according to that rules.  

Only database entries which exactly 

match the candidate patterns may 

contribute to the support of the 

candidate pattern. 

KMCMVI [29] (✗)  Iteratively tries to partition the 

dataset into K distinct clusters based 

on the sum of the squared distance 

between the data points and the 

cluster’s centroid.  

Can group more or less linearly 

separable clusters and do not work well 

with the global cluster. 

HCMVI [30] (✗)  Build a hierarchy of clusters based 

on a greedy method, which falls into 

two types: agglomerative (bottom-

up) and divisive (top-down) 

approaches.  

No apriori information about the 

number of clusters required and easy to 

implement, requiring more time 

complexity (𝑛 2 (𝑛)) for n samples. 

FKMMVI [31] (✗)  An approach for exploring the 

structure of a set of patterns, when 

the clusters are overlapping and are 

supposed to reflect the complex 

nature of data.  

Makes the resulting algorithms less 

susceptible to getting stuck in a local 

minimum and provides a better tool 

when the clusters are not well separated. 

FCMMVI [32] (✗) Data assigns to every cluster with 

likelihood and repeats until the 

likelihood is maximized and 

converged.  

Allows one datum to belong to two or 

more clusters and is frequently 

employed in pattern recognition 

SOMMVI [33] (✗)  Allows one datum to two or more 

clusters and is frequently employed 

in pattern recognition.  

Relies on a predefined distance in 

feature space and does not behave so 

gently when using categorical data, 

even worse for mixed data. 

CARTMVI [34] (✓)  Seeks predictors and cut points in 

the predictors that are used to split 

the sample. The cut points divide the 

sample into more homogeneous 

subsamples.  

Can handle numerical data that are 

highly skewed or multi-modal and 

categorical predictors with either 

ordinal or nonordinal structure. 

C4.5MVI [35] (✓)  C4.5 performs pruning by replacing 

a subtree in the decision tree with a 

single decision node that contains all 

the subtree decisions.  

Unstable, meaning that a slight change 

in the data can lead to a significant shift 

in the structure of the optimal decision 

tree and requires more memory. 

ELMMVI [36] (✓)  Consists of three layers: input, 

hidden, and output layers, based on 

empirical risk minimization theory; 

avoids multiple iterations and local 

minimization.  

Faster than most existing neural 

network algorithms, as it is a single 

hidden layer feedforward network and 

yields promising performance. 

GAMVI [37] (✗)  It is introduced to generate optimal 

sets of missing values, and 

information gain is used as the 

fitness function to measure 

individual imputation’s 

Requires fewer data about the problem, 

but building an objective function and 

getting the suitable operators can be 

difficult and computationally expensive. 
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performance.  

GKNNMVI [38] (✓)  Based on the grey coefficient, the 

valid attribute values derived from 

these nearest neighbors are used to 

predict the missing values.  

It gives a normalized measure function, 

and mutual information-based feature 

relevance is embedded during 

estimating missing values 

IKNNMVI [39] (✓)  Imputes missing values by K-nearest 

neighbors via calculating the gray 

distance between the missing datum 

rather than traditional Euclidean 

distance methods.  

Searches for the nearest neighbor 

instance with the same class label 

between the instance and the missing 

instance, reducing the time complexity 

with reduced errors. 

SKNNMVI [47] (✓)  Fills by taking the mean of the NN 

genes in the complete set where 

Euclidean Distance is used as the 

distance metric to determine the NN 

genes.  

Has improved accuracy and 

computational complexity over the 

conventional KNN-based and other 

maximum likelihood estimation-based 

methods. 

WKNNMVI [40] (✓)  Weighted KNN is employed, where 

weight is the correlation between a 

missing dimension and available 

data values from other fields.  

Performance depends on data quality 

and is sensitive to the scale of data, 

which is also computationally 

expensive. 

KMVI [41] (✗)  Imputes missing values by drawing 

from the posterior predictive 

distribution of the missing data 

given the observed data.  

Convergence is very slow and not 

applicable when confidence intervals of 

estimated parameters are the primary 

goals. 

MLPMVI [42] (✓)  Construct an MLP model, feed the 

data without having any missing 

value and finally predict for the 

missing value instances.  

Many MLP models have to be 

constructed when missing items appear 

in several attributes in a high-

dimensional problem 

RFMVI [43] (✓)  A tree is grown from randomly 

selecting training samples, as much 

as possible without pruning, where 

the top trees’ features are more 

important than end nodes.  

Found to be biased while dealing with 

categorical variables. Many trees can 

make the algorithm too slow and 

ineffective for real-time predictions. 

RSTMVI [44] (✓)  The rough set rule induction method 

enables obtaining association rules 

of missing data patterns based on 

approximations, dependencies, and 

decision rules.  

Does not need any preliminary or 

additional information, such as a 

probability distribution of the given data 

samples. 

SVRMVI [45] (✓)  Estimates parameters directly, 

minimizing the distance (max. 

distance and Hausdorff distance) 

between the actual and prediction, 

using a 𝜖-SVR model.  

Suited for only interval data and reliant 

on the outliers and classes overlapping. 

It also underperforms for more features 

with fewer training samples. 

 

Despite introducing a novel MVI method or being chosen for the specific field of experiments, some of 

the MVI methods listed in Table 1 are reported as the basis for pertinent experiments, such as medical 

and financial decision-making systems, pattern classification, questionnaires, and industrial operation 

management. It is necessary to emphasis thatpaper's main objective is not to describe the concise 

theories underlying various MVI approaches. As a result, we provide the citations for the respective 

MVI methods in Table 1 so that readers can study and learn deep theoretical facts,. 

The majority of early polls focused on outlining the essential concepts of MVI systems, which were the 

most popular and MVI's repercussions on ML-based decision-making systems are not thoroughly 

evaluated and described. This article seeks to present a thorough analysis of the MVI methodologies 
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along with other crucial pertinent studies. However, Table 2 lists all of the statistical and machine 

learning (ML) based MVI systems that were commonly used from 2010 to August 2021 in various 

published studies. This discovery offers a preliminary estimation to researchers at all levels, from novice 

to expert, to help them select an appropriate MVI algorithm for their decision-making pipeline. It is 

noticeable from Table 2 that a few algorithms, including EMMVI, HDMVI, LLSMVI, LRMVI, MMVI, 

MICEMVI, BPCAMVI, SVDMVI, ANNMVI, KMCMVI, FCMMVI, CARTMVI, KNNMVI, and 

RFMVI, are most regularly exercised in the last decade (2010–August 2021), compared to all other 

algorithms in Fig. 4. Table 2 tells that statistical MVI, such as EMMVI and MMVI, and ML-based MVI, 

e.g., KNNMVI and RF, are massively employed imputation methods in the last decade. 

 

Table 2 The statistical and ML-based techniques, applied in the literature. The publications have been 

selected 

Methods  Related publications 

Statistic-based MVI methods 

EMMVI  Aussem and de Morais [48], Ghannad-Rezaie et al. [49], Hron et al. [10], 

Jerez et al. [42],  

GMMMVI  García-Laencina et al. [8], Kang [28],  

HDMVI  Jerez et al. [42], Ghorbani and Desmarais [48] 

MCMCMVI  Ding and Ross [46], Ghannad-Rezaieet al. [49]. 

ILLSMVI  Hron et al. [10], Pati and Das [47]. 

LTSMVI  Hron et al. [10]. 

LLSMVI  Luengo et al. [43],  

SBEMVI  Jahan et al. [12]. 

LRMVI  Jerez et al. [42], Silva-Ramírez et al. [7], Jahan et al. [12] 

TMVI  Ghannad-Rezaieet al. [49],  

IDMVI  Liu et al. [14]. 

MMVI  Hron et al. [10], Jerez et al. [42], Silva-Ramírez et al. [7], Wei et al. [25], 

Xu et al. [19],  

MCMVI  Thulare et al. [28]. 

MICEMVI  Jerez et al. [42], Valdiviezo and Van Aelst [18],  

MISRTMVI  Valdiviezo and Van Aelst [18]. 

MIADMVI  Xu et al. [19]. 

BPCAMVI  Pati and Das [47] 

PCAMVI  Malan et al. [5] 

CCMVI  Tsai et al. [23], Brahmaet. al. [52] 

GRLSRMVI  Chen et al. [35]. 

QRILCMVI  Wei et al. [25]. 

SVDMVI  Wei et al. [25] 

ML-based MVI methods 

ANNMVI  Choudhury and Pal [27] 

ARMVI  Vougas et al. [14] 

KMCMVI  Migdady and Al-Talib [31] 

SOMMVI  Singh et al. [33], Jerez et al. [42] 

CARTMVI  Purwar and Singh [1], Ghannad-Rezaie et al. [49] 

GAMVI  Lin and Tsai [2] 

KNNMVI  Valdiviezo and Van Aelst [18], Hron et al. [10], Jerez et al. [42]. 

GKNNMVI  Zhang [39]. 

SKNNMVI  Pati and Das [47] 

MLPMVI  Choudhury and Pal [27], Silva-Ramírez et al. [7], Jerez et al. [42] 

RFMVI  Kokla et al. [43], Wei et al. [25], Purwar and Singh [1], Valdiviezo and 

Van Aelst [18],  
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In the past ten years, statistical MVI methods, such EMMVI and MMVI, as well as ML-based MVI 

methods, like KNNMVI and RF, have seen widespread use. The current parameter is determined by the 

E-step of the EMMVI algorithm from all available data, and it is modernised by the M-step by 

maximising the likelihood function. The missing values are determined from the revised probability 

function after the process has continued up to the stopping condition. The mean (average), median 

(middle), or mode (most common) values of an attribute from the entire dataset are used to estimate the 

missing values in the MMVI technique for the MVI. In the KNNMVI policy, the measured values from 

the k nearest observed values are used to fill in the missing values using a distance function, often the 

Euclidean distance. 

Missing data is used as the testing step, where both the complete and missing attributes represent the 

input features and provide individual class labels. Using the bootstrapping process, different decision 

trees are put together in the RFMVI technique. The final forecasts are given by the averaged values or 

majority votes of each tree's prognostication. The inner and leaf nodes of the KNNMVI imputation 

algorithm, which RFMVI uses, respectively define the inputs attributes and the outputted class labels. 

The metrics for MVI method evaluations and comparisons are discussed and studied in the section that 

follows. 

3. Imputation Evaluation 

The next step is to evaluate the outcomes of the imputation once the missing values have been imputed 

using one of the MVI methods, as explained in the earlier section. This can be done in two ways: 

directly and indirectly by classification accuracy. Again, the attributes primarily have two types of 

values: discrete or categorical and continuous. By evaluating the Percentage of Correct Predictions 

(PCP) [2, 18] and Cross-Entropy (CE)  (see their mathematical definitions in Table 3), the former 

categorical value imputations are typically directly evaluated. The Mean Absolute Error (MAE), Mean 

Absolute Percentage Error (MAPE) [2, Root Mean Square Error (RMSE) [2, RMSE Improvement 

(RMSEI), and Similarity metrics are computed to directly analyze the later continuous value 

imputations. Angle (SA), Similarity Length (SL), Similarity Fraction of the Same Neighbors (SFSN), 

Pearson Correlation Coefficient (PCC) , 𝑅2 [7], and Mean Confidence Interval Length (MCIL)  (see 

their mathematical definitions in Table 3). Again, many researchers have estimated the modified RMSE 

(mRMSE) value √ from both the categorical and continuous attributes asmRMSE =

√𝑅𝑀𝑆𝐸0
2 +  𝑅𝑀𝑆𝐸1

2, where 𝑅𝑀𝑆𝐸0 and 𝑅𝑀𝑆𝐸1 are RMSEs of categorical and continuous variables, 

respectively and are defined in Eq. (2). 

RMSE0 =√
1

|𝑀0|
∑ 1{�̂�𝑖𝑗≠𝑥𝑖𝑗},(𝑖,𝑗)∈𝑀0

 

RMSE1 =√
1

|𝑀1|
∑ 1

(�̂�𝑖𝑗−𝑥𝑖𝑗)
2

,(𝑖,𝑗)∈𝑀0
        (2) 

where the evaluation's "ground truth" in X is represented by the known values "xij" (i, j) "M0," and 

"M1." The RMSE metrics were also adjusted by the authors in a number of studies, including 

Normalised RMSE (NRMSE) and Coefficient of variation RMSE (CVRMSE). While the latter 

CVRMSE is obtained by dividing the computed RMSE by the mean of the actual values, the former 

NRMSE is obtained by normalising the calculated RMSE value. The RMSE number can also be used to 

calculate the Mean Square Error (MSE) [7] and the Normalised MSE (NMSE) in various studies. The 

normalised form of the MSE is called NMSE, and the MSE is calculated as MSE = RMSE2. The time 

needed by the algorithm to impute the missing values, whether categorical or continuous, is measured 

using the Total Computation Time (TCT) metric, which is also used to assess the MVI approaches. The 

size of the dataset and the incidence of missing data determine the necessary TCT.  

The alternative indirect evaluation technique looks at the classification metrics of a few selected 

classifiers that were trained using the outputted whole dataset with imputed values (further information 

in Section 3.2). In contrast to the direct evaluation method, some specific classification models are 

trained using the imputed dataset (see detailed models in Section 3.1). The classifier that produces better 

results for the same metric implies that the dataset it uses as input has greater imputation quality, which 
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leads to better imputation techniques being produced. But Table 4 shows how those 191 papers were 

categorised based on their direct and indirect MVI evaluation, demonstrating that direct approaches are 

more active in comparing indirect assessment. 

Table 3 clearly shows that direct assessment procedures have been heavily used for missingness 

imputation throughout the past ten years (2010–August 2021). The meticulous examination of each of 

the 191 articles that were chosen reveals that there are much fewer works that use both assessment 

policies, which correspond to the direct and indirect evaluation procedures.  

4. ML models and their evaluation 

This section briefly introduces various ML models in Section 2.1 and the evaluation metrics for the ML 

models in Section 2.2. The survey and the employment of those two items in selected articles from 2010 

to 2021 are also presented in this section. 

4.1 ML model 

In recent years, data analysis and computers have seen an increase in the use of artificial intelligence 

(AI), particularly machine learning (ML), which typically enables programs to perform intelligently. ML 

is typically referred to as the most well-liked new technology in the fourth industrial revolution and 

gives systems the ability to learn from experience and improve without having precisely programmed 

automatically[50,52,53,54,55]. 

It has also been used in the digital sphere, including the internet of things, cybersecurity, mobile data, 

business, social media, health data, etc.. The four main subtypes of machine learning algorithms are 

reinforcement learning, semi-supervised learning, unsupervised learning, and supervised learning.The 

ML model is typically responsible for supervised learning, also known as the task-driven technique, to 

learn a function that translates an input to an output based on sample input-output pairs. 

To comprehend a function, it makes use of labeled training data and a collection of training examples. 

Classification and regression are the two most typical supervised tasks. The first task categorises the 

data, while the second regression task fits the data. Without the need for human intervention, 

unsupervised learning analyses unlabeled datasets and is frequently used to identify generative features, 

discern important patterns and compositions, group results, and generate experimental ideas. Clustering, 

density estimation, feature learning, dimensionality reduction, association rule discovery, and anomaly 

detection are the most common unsupervised learning tasks. A hybridization of the previously 

mentioned supervised and unsupervised procedures is what is known as semi-supervised learning. As it 

utilizes both labeled and unlabeled data, as stated above, as a result, the choice is between learning under 

supervision and learning independently. Semi-supervised training is advantageous in real-world 

circumstances where labeled data may be scarce in sparse settings while unlabeled data are abundant. A 

semi-supervised learning model's ultimate objective is to provide a prognostication result that is more 

favourable than one obtained by using only the labelled data from the model. Machine translation, fraud 

detection, data labelling, and text classification are some job-related applications of semi-supervised 

learning. An ML approach called reinforcement learning enables software tools and machines to 

automatically analyse the ideal performance in a particular connection for enhancing productivity, i.e., 

an environment-driven process. 

This kind of training is focused on rewards or penalties, and its ultimate goal is to use the wisdom 

gained from environmental activists to enhance the rewards or reduce the uncertainty. It is a powerful 

tool for developing AI models that promote increased automation or enhance the efficiency of well-

established processes like robotics, autonomous driving, manufacturing, and supply chain logistics. To 

determine the fundamental or simple problems, though, is not the best use of it. These debates come to 

the conclusion that the five categories of ML models—Classification, Regression, Clustering, 

Association rule learning, and Reinforcement learning—can be grouped together[51]. The research 

papers that were chosen for this review are shown in Fig. 5, where we provide all five of the 

aforementioned groupings. The first category, classification, is a learning method to a predictive 

modeling problem, where a class label is predicted for a given example. The second category, regression 

analysis, uses five alternative models to forecast a continuous (y) result variable based on the value of 

one or more (x) predictor variables 
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After carefully examining those selected articles, Fig. 6 presents the top 15 operational ML models. This 

graph clearly shows that KNN, which scored three times higher than the second-highest RF model, is the 

best method for classifying the 191 articles. Fig. 6 further shows that SVM, BPCA, and DT, which are 

the third, fourth, and fifth-most used ML models, respectively, are used in approximately the same 

number of papers. The KNN model is widely used in the literature for a number of plausible reasons, 

including its quick calculation time, straightforward method to interpret, versatile utility for regression 

and classification, and ability to change with fresh data. 
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4.2. ML classifier evaluation 

As shown in Table 5, a confusion matrix, which contains information about actual and anticipated 

classes and establishes the essential associations to understand accuracy computations for a certain 

classifier, is typically used to track the performance of classifiers. Each column in that matrix (see Table 

5) denotes potential outcomes, whereas each row gives concrete examples. When a condition is present, 

the proper anticipations, such as True Positive (TP) and True Negative (TN), respectively, show that the 

disease has been correctly recognised. When an infection is absent, however, the sickness has been 

effectively rejected. False negatives (FN), also known as false-negative errors, are test results that 

incorrectly claim a condition does not exist. A False Positive (FP) or false-positive error, on the other 

hand, is a determination that a particular condition exists when it actually does not. The metrics True-

positive Rate (or Sensitivity, or Recall), True-negative Rate (or Specificity, or Selectivity), True-positive 

Rate (or False alarm, or Fall-out), False-negative Rate (or Miss rate), False-negative Rate (or Miss rate), 

Positive Predictive Value (or Precision), Negative Predictive Value (NPV), False Discovery Rate 

(FDR), False Omission Rate (FOR), Accuracy, and F1 score, Receiver Operating Characteristic (ROC) 

curve, Area under the ROC curve (AUC), Precision–recall (PR) curve, Area under the ROC curve 

(AUC), Precision–recall (PR) curve, and Area under the PR curve (AP) (see their mathematical details 

in Table 6). 

The multi-class evaluation metrics are expansions of the binary metrics (see Table 6), which average the 

metrics over all classes in a variety of ways, including micro, macro, etc. Class imbalance is taken into 

account by the former averaging approach (micro), which totals the instances each class was properly 

and wrongly predicted to calculate the metrics. The latter strategy (macro), in contrast, measures each 

class's metrics independently and determines their not weighted mean without taking imbalance into 

account. K-fold cross-validation is occasionally used by researchers to confirm the robustness of the 

trained model. In this situation, the metrics that were received from each fold are expressed as an 

average value with a standard deviation, or Eq. (3). Increased standard deviation values indicate 

increased inter-fold variance, which in turn denotes inadequate robustness, and vice versa. 

𝑀 =
1

𝐾
× ∑ 𝑀𝑖

𝐾
𝑖=1 ± √∑ (𝑀𝑖−𝜇)2𝐾

𝑖=1

𝐾
 (3) 

 

where 𝑀𝑖∈ R, 𝑖∀ 𝐾, denotes an estimated metric with a mean value of 𝜇 and 𝐾 is the fold numbers. 

Accuracy, sensitivity, and specificity are the most often used metrics for evaluation, as revealed by the 

literature's subsequent one by one examination. These measures are used in literature by 39.13%, 

11.96%, and 14.13 %, respectively. Although accuracy is frequently used as a statistic, class imbalance 

is not taken into account. The ML models have a tendency to learn a class more precisely if there are a 

lot of samples in that class, which raises the false-positive or false-negative rates. If there is no 

penalization of class imbalance, which is taken into consideration in some measures, such as ROC and 

AUC estimation, the conventional metrics provide very high values. yet, just 8.70% of attempts. 

5. Discussion  

This part provides an example-based analysis of several examined methods from the aforementioned 

sections, highlighting certain flaws related to technical issues with the experimental design that are 
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thought to be future research goals for the MVI approaches (see part 4.1). Additionally, we investigate 

how the MVI approach might be used to ML classifiers in order to improve the results (see Section 4.2). 

Additionally, we present illuminating recent research trends on the approaches under discussion, 

compiling data from the previous 10 years from the 191 publications gathered, as well as some 

suggestions for future study directions (see Section 5.3). 

5.1 Analysis of MVI methods and their evaluation 

Figure 7 bestows the top twelve highly applied statistical and ML based methods for the MVI, 

commonly employed in the literature from 2010 to 2021. This graph shows that the top five statistical 

MVI techniques—EMMVI, MMVI, LLSMVI, BPCAMVI, and LRMVI—are consistently chosen and 

used in 34, 34, 12, 11, and 11, respectively, articles. It is interesting that the statistical EMMVI and 

MMVI are used more frequently than the other two MVI algorithms (LLSMVI), with their use being 

almost three times higher. These two approaches, which were also the results of a survey conducted 

from 2006 to 2017 by Lin and Tsai [2], should be regarded as the typical baseline statistical MVI 

procedures, in accordance with our study. These could be the justifications for using those techniques: a 

small amount of time is required for the prediction of missing values, they are simple to implement and 

memory-efficient, less affected by the outlier imputation as they look for values within the ranges of the 

attributes, requires no prior knowledge of the data, and imputed values maintain a nearly unbiased mean 

for the attributes. Although the EMMVI or MMVI imputation maintains the attribute's mean, they do not 

take into account the co-relation between the attributes, which may negatively impact the missingness 

imputation in some applications, particularly if the mutual relations of the attributes are important. Once 

more, the MMVI is not an appropriate MVI technique for categorical attribute values since it may 

produce fractional values that must be trimmed with the missing data. The third and fifth most popular 

models, LLSMVI and LRMVI, on the other hand, estimate relationships between characteristics before 

determining the missing values using the regression coefficients. These two types of MVI, LLSMVI and 

LRMVI, are used in practice to predict numerical and categorical attribute values, as reported in many 

articles of the chosen 191 papers. 

In addition, the top five ML-based MVI approaches KNNMVI, RFMVI, KMCMVI, FCMMVI, and 

CARTMVI have all been utilised in 24, 12, 7, 7, and 7 articles, respectively. As it is around two times 

more effective than the second MVI algorithm (RFMVI), which may be regarded as the usual 

representative baseline ML-based MVI approach, the KNNMVI is the most widely used ML-based MVI 

procedure. KNNMVI, RFMVI, and CARTMVI, three of the top five MVI methods, are supervised 

approaches, whereas KMCMVI and FCMMVI are unsupervised systems. In the previous supervised 

systems, the entire dataset served as the training set while the missing dataset served as the testing set. 

The latter unsupervised clustering techniques, in contrast, combine a collection of related items into 

identical assemblages. Remarkably, the mean of the objects in a cluster form the individual cluster 

center. 

The nearest centroid's values are used to fill in any missing values after determining the distance 

between the incomplete data and the recognised cluster centroids. If the starting guesstimation is too far 

off from the actual answers, such cluster algorithms require huge iterations in order to reach the stopping 

criterion. On the other hand, supervised KNNMVI has a quick computation time, a straightforward, 

understandable methodology, and it can adapt to new data, which may be the legal reasons for the 

KNNMVI method's widespread adoption. Finally, it is interesting that statistical MVI techniques have 

been used more frequently in the recent ten years compared to ML-based MVI systems based on our 

survey. Once more, Fig. 7 shows that the top 12 statistical MVI systems are all used more frequently 

than their comparable ML-based MVI counterparts. The statistical MVI techniques can be favoured 

because they don't call for training on powerful machines and quick imputation. Evaluation is especially 

important for confirming the performance of the MVIs and providing the final results. The quantity of 

publications for direct and indirect evaluation against each year is provided by the summary of the MVI 

techniques' evaluation metrics in Table 4 in Fig. 8. This graph shows that the direct evaluation methods 

are heavily used through some metrics for all years except 2012 (see Table 3). Additionally, it should be 

noted from Fig. 8 that the MVI process assessment heavily relies on direct evaluation methods as of 

2017. As shown in Fig. 8, the percentage of pertinent tasks that use an indirect assessment policy is 
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significantly lower than the percentage that uses the direct judgement approach. The article numbers 

also take into both evaluation procedures at the same time are indeed negligible, as also reviewed by Lin 

and Tsai [2]. [The selected paper's additional investigation reveals the most frequently used direct 

measurements and classification models for the MVI policy assessment, which are shown in the pie plot 

in Fig. 9. The most often used direct measures, according to the left figure in Fig. 9(a), are RMSE, 

NRMSE, MSE, MAE, R2, and MAPE. Only 7.7% of articles published in the past ten years used the 

criteria in Table 3 that weren't already stated. Additionally, it should be noticed that the RMSE and 

NRMSE measures used in the 57.2% of papers are similar. The RMSE measure is therefore a far 

superior evaluation criterion for measuring the last ten years' trends. The RMSE measure is a much 

better evaluation criterion for assessing the correctness of the data missingness imputation than the 

trends of the previous decade. Again, Fig. 9(b) displays the proportion of the top ten most popular ML 

models for indirect evaluation, including KNN, RF, SVM, BPCA, DT, LLSR, PR, KmC, NB, and 

FCmC. From Fig. 9(b), it is striking to see that KNN and RF models have been the most often used ML 

models for indirect assessment during the past ten years, accounting for about 50% of all articles from 

2010 to 2021. 

 

 

5.2. Effect of MVIs on ML models 

We select two distinct datasets for two distinct applications with missing values in Sections 2.4.2.1 and 

2.4.2.2, and we analyse the accompanying articles to ascertain the impact of the MVI on the diagnostic 

or decision-making pipelines of these applications. In addition, eleven different datasets from various 

fields are provided in Section 2.4.2.3, showing the essence of MVI and gathered from several previously 

published works. 

5.2.1PIMA Indians Diabetes (PID) dataset  

768 female diabetic patients from the Pima Indian community in the vicinity of Phoenix, Arizona, are 

included in the PIMA Indians Diabetes (PID) dataset [328]. The 268 diabetic patients (positive) and 500 

non-diabetic patients (negative) in this PID dataset each have eight features. The statistical breakdown 

and description of this PID dataset are shown in Table 7. F3, F4, and F5 in Table 7 each have a distinct 

number of missing values, such as 35, 227, and 374, out of the eight total attributes. In the paragraph 

that follows, we look into five distinct articles to see how the use of MVIs has improved performance. 
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In their suggested pipeline, the authors trained various ML models with or without MVI, including 

KNN, DT, RF, AdaBoost (AdB), NB, and XGB. Their experimental findings showed that, when the 

XGB classifier was used, the addition of MVI increased the AUC values by a factor of 10.9%. In their 

suggested DMP_MI pipeline, using 5-fold cross-validation to compare their imputation method to an RF 

classifier alone, the authors were able to demonstrate that it increased the AUC value by 5.8%. 

Christobel and SivaPrakasamintegrated a supervised KNN-based imputation (i.e., KNNMVI) with the 

KNN classifier, providing a 1.5% increase in accuracy as a result of the imputation of missing values. 

The RF classifier with group median imputation (i.e., MMVI) and other methods give an enhanced 

accuracy of 1.0%, according to the authors. In Fig. 10, which illustrates the effectiveness of MVI 

method application, the summary of those publications for the performance enhancements of the ML 

model as a result of the MVI method employment is shown. 

5.2. Heart Disease (HD) dataset 

The Heart Disease (HD) dataset, which has 303 observations in two classes (sick with 164 samples and 

normal with 139 samples), is accessible in the UCI Machine Learning Repository]. The thirteen features 

of this HD dataset are summarised statistically and are described in detail in Table 8. Table 8 contains a 

total of thirteen qualities, and of those, F7, F8, F10, and F11 each have varying numbers of missing data 

(21, and 2, respectively). In the paragraph that follows, we examine five different articles on the HD 

dataset to evaluate the performance gains brought on by the use of MVIs. 

By combining two separate MVI techniques—ML-based KNNMVI and statistical HDMVI—with a 

fuzzy SVM classifier and additional preprocessing, Nilashi et al. were able to increase accuracy by 

2.5%. 

With a 1.1% advantage over HDMVI, the KNNMVI also exceeded it in terms of accuracy for their 

suggested pipeline. Again, Khennou et al. used the ML-based KNNMVI approach with an SVM model, 

producing results that were 11.6% more accurate than they would have been without imputation. For 

this dataset, many authors used ANNMVI with KNN classifier, which resulted in accuracy gains of 

5.6% as a result of missing value imputation.Researcher introduced a hybrid classifier with weighted 

voting, and they statistical MMVI to impute the missing data. 

They conducted experiments to demonstrate how the addition of MMVI to their classifier increased 

accuracy by a margin of 6.3%. which demonstrates the efficiency of MVI process employment are 

primarily employed, which is the similar outcomes of Fig. 6. It is also remarked that the statistical MVI 

methods are widely applied for the missingness imputation, which essentially enhances the prediction 

results. 
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5.3. Observations and recommendations 

 This section reveals our critical observations, obtained from point-to-point scrutinization of the selected 

191 articles thoroughly. Consequently, we point out several recommendations for the imputation of 

missing value(s), which will provide future direction for novice to seasoned researchers building their 

framework for generating decisions from the incomplete datasets. The following are noteworthy 

findings and suggestions: 

 The importance of the missed value(s) will determine if the MVI process is required. There are a 

number of cutting-edge classification or regression techniques that can manage data missingness 

on their own internally and do not require the MVI method to handle the incomplete datasets. 

Beginning with the incomplete and complete datasets (imputed by the indicated representative 

baseline MVI method(s) in this article), the researcher can derive approximative classification 

results from those models using the incomplete and complete datasets. Such an experiment might 

highlight the significance of the missed value(s) and, as a result, demonstrate the need for 

missingness imputation or not. 

 It should be noted from the review and analysis of this article that, regrettably, there is no clear 

answer to the query, "Which method is best for the missingness imputation?" Since the MVI 

approaches depend on different constituents of interest, researchers must look for the best 

approach. The investigation of the 191 articles that were chosen as well as the additional 21 

articles (in Section 4.2), where the authors used various MVI techniques to improve the 

performance of ML models, reveals that the adoption of MVI methods depends on a variety of 

factors or alternative techniques, including attribute selection, outlier detection, attribute 

normalisation, the classifier(s), the field of application(s), computational resource availability, 

time to receive imputation, and object factor consideration (either mean conserving or inter-

attributes’ correlation preserving). 

 Since attribute and/or sample selection tries to eliminate unrepresentative attributes and/or 

samples from the input feature vector, its use before or after the MVI process may have an 

impact on the imputation results. If one or both of these tasks were completed prior to the MVI 

process, the learning phase's whole dataset would be cleaner, and the imputation returns would 

likely be more reliable. Alternately, using attribute and/or sample determination over an imputed 

dataset after MVI may result in a classifier that is more advantageous than one based just on the 

imputed dataset.  

 Although the imputation process rarely depends on the imputation approach, the normalisation or 

standardisation of the data can have a significant impact. For instance, it is advised to standardise 

the data before impute it when using distance-based algorithms (such as KNNMVI); the lower 

values of the attributes converge more quickly and need less computation when used in real-

time. There is debate regarding whether to standardise or impute first. If standardisation is 

carried out initially, the imputation procedure might have an impact on the choice of centre and 

scale. On the other hand, using imputation first helps lessen the skewness of the estimated mean 

and scale brought on by the pattern's missingness. 
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 Outliers can make the imputed values occasionally unreliable, which has a negative impact on 

the values entered for missing data. The management of outliers must therefore be done before 

missingness imputation. Surprisingly, the outliers have a significant negative impact on 

regression-type MVI approaches, necessitating outlier rejection. On the other hand, because they 

impute the missing values from the most common values, which might not be outliers, median 

value-based MVI approaches can reduce the effects of outliers. 

 The three most popular methods for evaluating the MVI method(s) are the direct assessment 

system, the defined metric(s) of the classifiers in indirect evaluation, and reflection of TCT. All 

three of these evaluation methodologies should be utilised in order to fully explain the 

performance of the MVI technique(s) and offer recommendations for creating more dependable 

imputation methods. Unfortunately, it has only sometimes been used for assessment in related 

studies over the past ten years. This is one of the problems with the papers' existing methods, and 

the researcher should take them all into account in further experiments. 

 

6. Conclusion 

In data mining, big data analysis, and ML-based decision-making pipelines, the MVI method for 

incomplete datasets is a critical concern since the final mining or analysis result could be negatively 

affected if the missing datasets are not properly imputed. This article reviews and investigates 191 

relevant publications that were published between 2010 and 2021. This article's assessment and 

analysis concentrate on the problems encountered during the MVI process, including the MVI 

techniques used and the evaluation schemes considered. The analysis of the publications over the 

previous ten years reveals a number of issues with the literature, including the best methods for MVI 

and its evaluation, the elements that can negatively impact missingness imputation, and the influence 

of MVI methods on the decision-making process.The investigated conclusions from the selected 191 

MVI’s articles reveals that EMMVI, HDMVI, LLSMVI, LRMVI, MMVI, MICEMVI, BPCAMVI, 

SVDMVI, ANNMVI, KMCMVI, FCMMVI, CARTMVI, KNNMVI, and RFMVI, are the most 

regularly practiced MVI strategies in the last decade.The findings also show that statistical MVIs 

like EMMVI, MMVI, LLSMVI, BPCAMVI, and LRMVI are more widely used approaches because 

they don't call for special training on complex machines and quick imputation. Additionally, the top 

five metrics for the direct MVI evaluation are RMSE, NRMSE, MSE, MAE, and R2. In contrast, the 

top five ML models used for indirect MVI evaluation are KNN, RF, SVM, BPCA, and DT. The 

results of this paper should be useful for recovering those issues, choosing an appropriate MVI 

approach, and choosing its evaluation metric for the associated research community. The suggestions 

could also be a great directive for future researchers to create an efficient decision-making system 

utilising ML model(s) with sparse datasets for several real-world applications. 
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