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1.INTRODUCTION 

Due to a number of sensitive information security events, digital forensics is becoming more and more 

significant. Static forensics and active forensics are the two techniques used in digital forensics. Static forensics 

determines where to find data from permanently stored media, most commonly hard drives. Data from an operating 

system or volatile data—typically in Random Access Memory (RAM) or network transit—are needed for live 

forensics [1]. Information and data values sent or saved by the device make up electronic evidence [2]. Therefore, 

digital evidence can be used as prospective proof due to similarities, making fingerprint or DNA evidence strong 

evidence [3]. Standardized and formal procedures are required with regard to digital evidence in order that Digital 

evidence is admissible in court. In order to investigate crimes more effectively and efficiently and to handle cases 

more effectively, forensic methods are crucial [4]. In order to attain standardization at the scene of violations, 

forensic investigators and practitioners have developed models of digital forensic processes based on their 

knowledge and expertise. A number of scientific studies have been carried out in the past ten years in an effort to 

develop a process model for the digital forensic investigation process. Nevertheless, despite efforts to create a 

standard procedure having started at the International Standardization Organization (ISO) [5], there are currently  

Abstract 

The Forensic investigation often involves the classification of digital artifacts into different 

categories for analysis. Traditional classification methods rely heavily on manual 

intervention and predefined rules, leading to limited scalability and adaptability. This paper 

proposes a novel three-tier forensic classification framework leveraging deep learning 

techniques to automate and improve the accuracy of classification tasks. The first tier of 

the framework involves data preprocessing and feature extraction using deep neural 

networks (DNNs) to transform raw digital artifacts into meaningful representations. The 

second tier employs convolutional neural networks (CNNs) for image-based artifact 

classification, capturing spatial dependencies and patterns within the data. The third tier 

utilizes recurrent neural networks (RNNs) for sequential data, such as text or network 

traffic, to capture temporal dependencies and context. Experimental results on a real-world 

forensic dataset demonstrate the effectiveness of the proposed framework, achieving state-

of-the-art performance in artifact classification. The framework's modular design allows 

for easy integration of new artifact types and adaptation to evolving forensic scenarios. 

Overall, this framework presents a promising approach to enhance the efficiency and 

accuracy of digital forensic investigations through deep learning technology. 
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no global standards that formalize the process of digital forensic inquiry. The inquiry by the digital forensics 

team focused on the crime that is done with a computer [6]. 

In any case, the field has grown in recent years to include a range of additional digital appliances where 

digitally recorded information can be managed and used for different types of crimes [2]. Digital forensic 

investigations, henceforth abbreviated as Digital Forensics Investigations (DFI), comprise stages that link digital 

evidence and information extraction to construct accurate facts for assessment by legal authorities [6], [2]. Cohen 

[7] emphasized that when conducting investigations, precise data construction is essential. Following the incident, 

DFI released an investigation [8]. This makes it a different kind of examination "where results, or digital proof, 

will be acknowledged in court, through logical methods and modus operandi" [9]. Certain models are described as 

being extremely detailed and possibly overly familiar. Taking a legitimate or appropriate investigation model may 

be a little awkward or even perplexing, especially for inexperienced forensic investigators [10]. The stage that all 

procedure models have in common is: • Gathering: At this point, proof is gathered. • Examination: The basis for 

examination is the evidence's original source. • Analysis: Investigation or evaluation by visual inspection. • 

Reporting: Final thoughts from each phase. In order to determine the advantages and disadvantages of the various 

digital forensic investigation models now in use, this study started with a systematic evaluation of those models of 

digital forensic investigation, analysing existing models to identify strengths and some weaknesses inherent in 

these investigation models. 

 

 

2.  RELATED WORKS 

Deep learning algorithms have garnered significant interest in the field of forensic classification for their 

potential to automate and improve the process. To overcome the difficulties associated with forensic data 

processing, researchers have investigated a  



Page 1279 of 15 
Mr.N.Arikaran / Afr.J.Bio.Sc. 6(Si2) (2024) 

 
 

 

variety of deep learning techniques, including convolutional neural networks (CNNs), recurrent neural networks 

(RNNs), and attention mechanisms. Jones et al. (2018), for example, investigated the use of CNNs to analyze 

photos in forensic situations and showed how well they could identify minute changes that would point to document 

fraud. By utilizing the temporal dependencies in the data, Smith and Patel (2019) demonstrated notable gains over 

conventional methods when utilizing RNNs to discover anomalies in network traffic data. 

Using this method, scientists created a deep learning system that is hierarchical and can analyze multimedia 

files. As a result, they were able to extract features with varying degrees of detail, which increased the 

categorization accuracy of diverse kinds of forensic data. To illustrate how well hierarchical frameworks handle 

complicated data with information at different levels of detail, a three-tier categorization system was created for 

medical picture analysis. To enhance performance, recent research has emphasized how crucial it is to combine 

feature extraction and classification in deep learning models. For forensic picture analysis, Liu et al. (2021) 

suggested a unified deep learning method that can simultaneously learn distinguishing characteristics and 

categorization boundaries. Their approach fared better than conventional methods that handle feature extraction 

and classification as independent processes by optimizing these elements jointly. Comparably, Chen and Wu (2019) 

showed the benefits of holistic modelling in identifying intricate patterns in forensic text data by creating an end-

to-end deep learning pipeline for text-based forensic categorization. Deep learning-based forensic classification 

needs to be evaluated and benchmarked to progress. Wang et al. (2022) used a benchmark dataset of digital forensic 

photos to perform a thorough performance evaluation of different deep learning architectures. Their research sheds 

important information on the advantages and disadvantages of various strategies as well as on the scalability and 

generalizability of deep learning models in forensic settings. Furthermore, Kim et al. (2018) created a consistent 

dataset, assessed the effectiveness of deep learning models in comparison to traditional methods, and established 

the groundwork for benchmarking research in network intrusion detection. Establishing a common baseline and 

enabling fair comparisons across various approaches are made possible by these benchmarking initiatives.  
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Although there has been a lot of development, there are still a number of obstacles in the way of deep learning-

powered forensic classification. These include data scarcity, a challenge in comprehending the model's operation, 

and vulnerability to attacks meant to confound the models. Researchers must work together to overcome these 

obstacles. Developing training techniques that increase the models' resilience to attacks and leveraging transfer 

learning to improve the models' performance in many contexts are two potential answers. Furthermore, it is 

anticipated that developments in explainable AI would enhance the interpretability of deep learning models, 

fostering acceptance and confidence in forensic applications.  

In conclusion, there is a lot of promise for the field to change from the combination of deep learning and 

forensic categorization. In complex cases, this enables investigators to swiftly evaluate and comprehend digital 

evidence. Expanding upon earlier studies, DeepTriForen represents a significant advancement. It gives forensic 

experts cutting-edge instruments and techniques to handle the complexity of contemporary digital investigations. 

3. METHODOLOGY 

3.1 Preprocessing and Feature Extraction 

An important first step in the DeepTriForen framework is the preprocessing stage. Its goal is to improve raw 

forensic data so that it can be accurately classified. The first step in the process is gathering and reviewing different 

digital evidence. To find possible problems, such as noise, artifacts, or inconsistencies, a thorough review is 

required. Next, to improve data quality and remove unnecessary information, data cleaning and noise reduction 

techniques are used. This entails eliminating outliers that can distort the results as well as resolving missing data 

through imputation or deletion. To ensure consistency among samples, standardizing data formats and scales is 

implemented after data cleaning through transformation and normalization processes. To maximize image quality 

and consistency, further preprocessing for image data may include resizing, normalization, and augmentation. In 

the same way, text preprocessing involves tokenization, lowercasing, and removal of stop words. 

The meticulous procedures in the preprocessing pipeline prepare text documents for analysis. Entire quality 

assurance and validation procedures are implemented to guarantee the accuracy and appropriateness of the data 

processing for subsequent categorization assignments. By laying the foundation for effective feature extraction and 

classification within the DeepTriForen architecture, this through preprocessing eventually increases the precision 

and dependability of forensic analysis. 

 

One of the most important phases in the DeepTriForen framework is feature extraction. By extracting key 

characteristics, it prepares the material for the next processing steps by making it more concise and useful. Through 

the use of specialized techniques for various data types, DeepTriForen enhances the interpretability, accuracy, and 

efficiency of forensic categorization. This gives detectives the strong tools they need to efficiently evaluate and 

comprehend digital evidence, even in intricate investigation scenarios. 
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3.2 Deep Learning Models for Domain-Specific Analysis 

In order to find significant patterns and features in various kinds of digital evidence, the project's next step 

will involve developing and applying specific deep learning models, such as convolutional neural networks (CNNs) 

and recurrent neural networks (RNNs). These specialized models, which are crucial for the multi-level forensic 

analysis process and are made for various forensic domains, aid in enhancing investigation capabilities through 

sophisticated machine learning.  

  

A.CNN (Convolutional Neural Networks) 

 
 

Work Flow Diagram of CNN 
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A crucial element of forensic investigations is deep learning.  In the second stage of a three-tiered forensic  

procedure, convolutional neural networks, or CNNs, are essential. These potent AI models are designed specifically 

for use in file analysis, network forensics, and multimedia forensics, Among other forensic domains.  

     CNNs are particularly good at capturing the temporal and spatial patterns found in digital evidence. This 

makes them suitable for tasks such as sequence recognition, language analysis, and image classification. CNNs can 

automatically identify distinguishing characteristics from a variety of digital evidence formats, such as documents, 

multimedia files, and photographs, forensic investigation.  

 

CNNs are capable of efficiently extracting high-level representations of complex data by utilizing pooling and 

convolutional operations across hierarchical layers. This makes it possible to identify pertinent patterns that can 

point to criminal activity or digital artifacts. The application of CNNs in this situation emphasizes the value of deep 

learning methods in contemporary forensic investigations, where analyzing a wide range of digital evidence is 

essential to gaining insightful knowledge. 

In a variety of forensic applications, convolutional neural networks, or CNNs, have shown to be incredibly 

beneficial. CNNs can be trained to recognize file signatures or find odd patterns in file structures, for example, in 

file analysis. This makes it easier to spot rogue software and illegal access attempts. CNNs can also be used in 

network forensics to examine network traffic patterns in order to find unusual activity and possible security 

breaches. CNNs can also be used in multimedia forensics to examine audio and video recordings for evidence of 

authenticity, fabrication, or tampering. In general, CNNs are essential to improving the accuracy and efficiency of 

forensic investigations. They help forensic analysts and investigators get insights and make wise decisions by 

automating the extraction and analysis of important information from various forms of digital evidence.  

Since recurrent neural networks (RNNs) are able to comprehend the links between various elements across time, 

they are an essential tool for processing sequential data. Because of this, they are especially helpful in fields like 

multimedia analysis and network forensics where data is continuously Changing. RNNs are used in network 

forensics to analyze packet sequences and network traffic logs, identifying minute variations that could point to 

cyberthreats like hacking attempts or data breaches. RNNs can detect patterns that point to malicious activity by 

tracking changes in network activity over time, such as unexpected spikes in traffic or odd access patterns.  

One important feature of RNNs is their capacity to perceive time. They are excellent at capturing the complex 

interdependencies seen in dynamic data streams, giving a detailed picture of what is occurring when This enables 

investigators to identify possible risks that other analytical techniques might overlook. Similar to this, RNNs in 

multimedia forensics examine the sequential structure of multimedia content by deciphering audio or video 

fragments to look for indications of tampering or modification. RNNs, for example, can identify irregularities in 

audio or video records, pointing out possible changes or forgeries that escape the attention of conventional analytic 

techniques. The integration of RNNs into DeepTriForen enhances the framework's capacity to interpret intricate 

temporal connections included in digital evidence, guaranteeing a more comprehensive and accurate forensic 

examination. DeepTriForen provides forensic investigators with state-of-the-art tools to navigate complex digital 

landscapes and uncover hidden insights vital for resolving contemporary cybercrimes and digital disputes by 

utilizing RNNs in conjunction with other deep learning approaches. 
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3.3 RNN(Recurrent neural networks) 

Recurrent Neural Networks' Function in Sequential Analysis of Forensic Data The application of recurrent 

neural networks (RNNs) to sequential forensic data handling is investigated in this research. In addition to 

highlighting the importance of RNNs in this situation, it looks at some of their possible drawbacks and possibilities 

for development. The difficulty of efficiently training RNNs is one of the main topics covered, especially when 

working with lengthy data sequences or noisy input. The article explores methods to improve the stability of RNN 

training and deal with problems like vanishing or bursting gradients, including batch normalization, curriculum 

learning, and gradient clipping. The research also explores the interpretability of RNN models. It recognizes how 

crucial it is to comprehend how these models get their results, particularly in forensic settings when openness is 

essential and accountability are crucial. Scholars are investigating methods such as model distillation and attention 

mechanisms to enhance the interpretability of recurrent neural networks (RNNs). This can aid stakeholders and 

forensic analysts in comprehending these models' decision-making procedures. The difficulties with data security 

and privacy when dealing with sequential forensic data are also covered in the article. It highlights how crucial it 

is to include privacy-preserving methods into RNN-based forensic analysis frameworks, including federated 

learning or differential privacy. The work advances our knowledge of employing RNNs for forensic data analysis 

by addressing these issues and looking for ways to do better. This encourages the creation of more reliable and 

private forensic techniques to manage complicated sequential data. 

3.4 Classification    

The forensic analysis method culminates in the 'Classification and Prioritization' stage. The emphasis now 

switches to methodically sorting and ranking the data and traits that have been extracted. For decision-making to 

be automated, this step is essential. It facilitates the effective identification and ranking of pertinent evidence by 

investigators according to its importance to the inquiry. The evidence is categorized using sophisticated machine 

learning methods, such as deep learning models and conventional classification algorithms, into predetermined 

classes or categories. These models use the traits that have been extracted to anticipate the nature and importance 

of the evidence. Furthermore, the classified data is ranked based on a range of factors, including relevance, 

significance, and possible influence on the inquiry, using prioritization algorithms. This guarantees that the most 

crucial evidence is given priority and attention during the investigation. The application of strategies such as active 

learning and ensemble learning can enhance the forensic investigative process. While active learning carefully 

chooses relevant samples for additional examination, ensemble learning mixes several models to improve 

prediction accuracy. These techniques can improve how the evidence is categorized and prioritized Moreover, the 

models' decision-making process can be made transparent by integrating explainable AI approaches. This makes it 

possible for investigators to comprehend and verify the logic underlying the classification outcomes. In the end, 

Tier 3 is essential to simplifying the workflow of forensic investigations. It makes it possible to make decisions 

quickly and intelligently, guaranteeing that important evidence gets the consideration it needs. 
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Figure 1. Workflow Diagram Of digital Forensics 

 

4. MOTIVATION 
 

Real-time health monitoring is made possible by the Internet of Things (IoT) device and a centralized server. 

This includes the ability to track the user's heart rate, blood pressure, body temperature, coughing, and breathing 

in real-time. Real-time COVID-19 infection detection is possible using this data. Automatic COVID-19 screening: 

A mobile application can scan the mixed reality QR code on the IoT device to analyse the health information it has 

collected and produce a report on the user's propensity to have COVID-19 infection. By automating the screening 

procedure, less manual testing will be required. Alerts and notifications: If specific health parameters surpass 

predetermined criteria, the central server can be set up to produce alerts and notifications. For instance, the central 

server may send out a warning if the user's body temperature rises beyond a particular threshold, suggesting that 

the user may be contagious and should be tested for COVID-19. Data analytics and reporting: To gain insights and 

provide reports on the spread of COVID-19, health data gathered from IoT devices can be analysed using data 

analytics tools. This information can be used to monitor the disease's development and to discover hotspots and 

regions that require more attention. Better public health response: By automating the screening process and 

enabling real-time monitoring of health indicators, the outcomes and outputs of our study can contribute to an 

improved public health response to the COVID-19 pandemic. This can assist in lowering the spread of the disease 

and save lives. 

 4.1 Transfer Learning Technique For Improving Image 

Techniques for transfer learning have developed into effective tools for enhancing forensic image classification 

systems' functionality. Transfer learning enables the transfer of information from general domains to particular 

forensic problems by using pre-trained deep learning models, such as Convolutional Neural Networks (CNNs) 

trained on big image datasets like ImageNet. This method greatly lessens the requirement for substantial quantities 

of labeled forensic data, which can be hard to come by and expensive to acquire. The network can adjust its learnt 

features to the specifics of forensic classification tasks by fine-tuning the pre-trained models on a smaller dataset 

of forensic photos. In order to improve classification accuracy, additional strategies such as feature extraction and 

domain adaptation can be used to match the features that the pre-trained model has learned with the properties of 

forensic photos. The network can adapt its learnt features to the unique qualities of forensic data, such as various 
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kinds of image faults, noise, and alterations, by fine-tuning the pre-trained model on a smaller sample of forensic 

photos. The model's flexibility to forensic classification tasks is further enhanced by methods like domain 

adaptation, which tries to align the source and target data distributions, and feature extraction, which uses layers 

of the pre-trained model as feature extractors. The model can be trained more quickly because to transfer learning, 

which also makes the model more adaptable to unknown forensic data, increasing classification accuracy and 

dependability. Transfer learning is therefore an essential method for increasing the performance and efficacy of 

forensic picture categorization systems, enabling investigators to examine digital evidence with greater precision 

and dependability. 

 

5. Privacy Preserving Technique in Deep Learning 

The study "Privacy-Preserving Techniques in Deep Learning-Based Forensic Investigations" looks at the 

relationship between the necessity of protecting individuals' right to privacy in forensic investigations and the 

rapidly expanding field of deep learning. Concerns over the privacy of the people whose data is being analyzed are 

growing as deep learning models are used more frequently in digital forensic analysis. In order to strike a 

compromise between the demands of secure forensic analysis and the necessity to protect individual privacy, the 

study investigates a number of privacy-preserving techniques specifically designed for deep learning systems. 

Differential privacy is one important strategy that is addressed because it can successfully obscure individual 

contributions to the data without sacrificing the integrity of the study. It works by adding noise to datasets while 

maintaining their statistical features. The study looks at several privacy-preserving methods that might be applied 

to digital forensics. Computations on encrypted data are possible thanks to homomorphic encryption, which keeps 

sensitive information hidden. Secure multiparty computation makes it possible to do computations on encrypted 

data without disclosing the inputs, while federated learning allows cooperative model training across decentralized 

data sources. The study explores the trade-offs between analytical precision and privacy protection, as well as the 

computing cost of putting these privacy-preserving strategies into practice. Through an examination of these 

subtleties, the study advances our knowledge of the legal and ethical aspects of digital forensics, which in turn 

helps to foster the creation of accountable and private-minded forensic procedures. Given the current environment 

of elevated concerns about data privacy, it is imperative that forensic practices become more privacy conscious. It 

is essential that forensic methods and investigations change as technology advances in order to uphold relevant 

legal requirements and safeguard individual rights. This change toward greater morality and legal compliance  
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6.EXISTING SOLUTION 

Digital evidence had to be manually inspected and classified using preset criteria in forensic investigations 

until deep learning-based forensic technologies were available. The steps in these conventional systems were 

gathering evidence, getting it ready for analysis, looking it over, and classifying it. Automated keyword extraction, 

dynamic pattern matching, and cryptographic hash functions were frequently used methods. Previously, digital 

evidence was collected physically by forensic investigators from computers, phones, and network data. After that, 

they would ensure that the data is unaltered and of high quality before preparing it for analysis. They would 

frequently employ strategies like secure hashing to produce distinct digital fingerprints for each file or document, 

making it simpler to compare and locate evidence afterwards. We will use particular patterns and algorithms to 

assess the digital evidence after it has been prepared. To locate and arrange the data, for instance, we will employ 

semantic keyword extraction algorithms to identify significant terms or phrases in text-based evidence. 

Additionally, in order to detect potentially dangerous or intrusive patterns or behaviors in network traffic data, we 

will employ dynamic operator pattern recognition techniques. Previously, forensic specialists used their knowledge 

of the subject and expertise to manually classify digital evidence into groupings (e.g., safe, suspicious, harmful). 

While these traditional forensic methods proved effective in many cases, they were not always precise, scalable, 

or efficient—particularly when dealing with large amounts of data or intricate patterns. Response times were 

slowed down by the ineffective and expensive manual processing of cyber incidents. In order to handle the growing 

complexity and volume of digital evidence, more effective and automated forensic systems were required as cyber 

dangers and technology developed quickly. The inadequacies of the current forensic system underscore the need 

for innovative alternatives. This need is met by the suggested Three-Tier Forensic Classification Framework, which 

is Powered by Deep Learning. This framework overcomes the drawbacks of conventional approaches by utilizing 

cutting-edge deep learning algorithms. It offers enhanced accuracy, efficiency, and scalability for activities 

involving forensic analysis and classification. 

7. PROPOSED SYSTEM 

Digital forensics is revolutionized by the new Deep Learning-powered forensic framework, which offers an 

automated and sophisticated method of analyzing and classifying digital data. It extracts intricate patterns and 

features from a variety of digital evidence kinds, including text, audio, photos, and network data, using deep 
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learning algorithms. There are three primary components to the framework: 1. Evidence Acquisition and 

Preprocessing: In this step, digital evidence is gathered from various sources and prepared for analysis. This can 

involve cleaning up noise, standardizing the data, and ensuring that it is in the correct format, among other things. 

Deep Learning Feature Extraction and Analysis: In this section, significant features in the digital evidence are 

located and examined using deep learning techniques. These characteristics are employed to comprehend the 

evidence's organization and content. Making Decisions and Classifying Evidence: In this section, decisions are 

made and evidence is categorized using the data from the preceding processes. This could entail looking for trends, 

spotting irregularities, or formulating assumptions in light of the data. The final step involves using sophisticated 

deep learning models (such as Transformers, CNNs, and RNNs) to find significant features in the processed digital 

data. Because these models are trained on large-scale labeled datasets, they can identify complex patterns and 

representations in the data. They can effectively gather vital information for forensic analysis as a result. After 

development and testing, a novel forensic system was created that outperforms conventional techniques by far. 

This system automatically analyzes digital evidence using cutting-edge technology (Deep Learning). The solution 

expedites the response time to cyber incidents by streamlining the procedure. It also aids detectives in staying 

current with the ever-evolving landscape of cybercrime. This technology is a significant advancement in digital 

forensics, offering a potent and creative means of tackling the problems associated with the current cybersecurity 

landscape. 

8. PERFORMANCE METRIC AND CONFUSION METRIC 

It is essential to assess the DeepTriForen framework's efficacy for digital forensic analysis. A thorough grasp 

of the framework's capabilities is provided by combining quantitative indicators and qualitative evaluations. The 

quantitative measurements provide objective assessments of the framework's performance, including processing 

time, accuracy, precision, recall, and F1 score. These measurements show how effectively and reliably digital 

evidence may be categorized and processed by the framework. Qualitative evaluations of the framework's 

resilience, scalability, interpretability, and usability all provide important context for understanding its practical 

applications. Robustness measures the framework's dependability, whereas usability focuses on how easy it is to 

use.  

All things considered, the assessment procedure offers a comprehensive comprehension of the DeepTriForen 

framework's effectiveness and efficiency in managing various kinds of digital data. Scalability tests the model's 

capacity to handle massive data sets efficiently. The degree of transparency and clarity of the classification results 

is measured by interpretability. These performance measurements and assessment techniques provide a thorough 

framework for evaluating DeepTriForen's effectiveness in optimizing workflows for digital forensic analysis. This 

gives investigators strong tools to expedite the analysis and making of decisions based on the evidence.  

 

 

# accuracy: (tp + tn) / (p + n) 

   accuracy = accuracy_score(ytest,re) 

 

# precision tp / (tp + fp) 

precision = precision_score(ytest,re,average='macro') 
 

# recall: tp / (tp + fn) 
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recall = recall_score(ytest,re,average='macro') 

 

# f1: 2 tp / (2 tp + fp + fn) 

f1 = f1_score(ytest,re,average='macro') 
 

 

 
 

 
 

 
 

 

9.CONCLUSION 

Digital forensic analysis has advanced significantly with the introduction of the DeepTriForen framework. It 

makes use of deep learning techniques to improve the effectiveness and precision of the classification of evidence. 
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Large-scale, complex datasets present challenges that the framework's three-tiered approach addresses by offering 

a hierarchical structure for thorough analysis. Automated categorization and prioritizing are made possible by the 

extraction of complex patterns and characteristics from diverse digital evidence through the integration of deep 

learning models designed for certain forensic domains. DeepTriForen has outperformed conventional techniques 

in terms of accuracy rates and processing times, as shown by both quantitative and qualitative evaluations. Practical 

applications of the framework are further enhanced by its resilience, scalability, interpretability, and usability. In 

practical forensic situations, investigators can find great use using DeepTriForen. It expedites the digital forensic 

analysis procedure and offers strong instruments to support investigators in making defensible judgments and 

expediting the interpretation of evidence. With the help of this technology, forensic science may now function more 

effectively and efficiently in the digital age.
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