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Abstract-In the subject of teaching human anatomy, the incorporation 

of Augmented Reality (AR) has revolutionized traditional two-

dimensional learning methods into a three-dimensional, interactive 

experience. Using glasses or mobile devices, augmented reality (AR) 

technology lets medical professionals and students see and interact with 

anatomical components in a lifelike setting. By offering a realistic 

perspective of functional links and spatial relationships, this dynamic 

approach enhances comprehension. Through the use of virtual 

dissections, multi-view investigations of structures, and even surgical 

procedure simulation, augmented reality apps enable experiential 

learning. Additionally, by allowing multiple users to interact with 

virtual anatomical models at once, augmented reality (AR) fosters 

collaborative learning. This breaks down geographical barriers and 

gives students everywhere in the world access to an engaging learning 

environment. 

Keywords: Anatomy, Augmented Reality, Mobile App, Education, 3D 

Modeling, AR Core. 

1. Introduction 

Our digital experiences have been completely transformed by two closely related but 

different technologies: augmented reality (AR) and virtual reality (VR). By superimposing 

digital data, images, or virtual objects over our actual environment, augmented reality (AR) 

improves our ability to perceive and engage with reality. VR, on the other hand, completely 

submerges viewers in computer-generated surroundings, virtually taking them to virtual 

worlds where they can interact with a fully realistic environment. Through smartphone apps 

like Pokémon GO, which overlay imaginary creatures on actual settings, and smart glasses 

like Microsoft's HoloLens, which provide hands-free AR experiences, augmented reality (AR) 

has become a commonplace part of our daily lives. Conversely, virtual reality (VR) is most 

often linked to immersive gaming, in which players don headsets to explore engrossing virtual 

environments. 

Augmented Reality Approaches for Discovering Human Anatomy Among
                                     Healthcare Professionals

https://doi.org/10.48047/AFJBS.6.12.2024.5049-5057


Dr. Puspita Dash/Afr.J.Bio.Sc.6.12(2024)                                                                Page 5050 of 9                                 

 

Beyond entertainment, AR and VR have had a big impact on fields including 

manufacturing, healthcare, education, and architecture. VR is utilized in healthcare for medical 

training and rehabilitation, while AR provides real-time data overlays to help with surgery. 

Virtual reality (VR) provides immersive simulations for teaching and exploration, while 

augmented reality (AR) improves learning through interactive content. But there's no denying 

that they have the power to revolutionize the way we work, learn, shop, and interact with one 

another. AR and VR technology has the potential to significantly alter our reality as it 

develops and becomes more widely available. 

Digital signatures, which are employed in digital documents to guarantee authenticity, 

integrity, and non-repudiation, are one example of a technology found in security domains. 

Additionally, certificate storage is more secure when blockchain is used. An application that 

makes it easier to validate digital certificates securely was developed using these technologies. 

2. Augmented Reality (AR) and Virtual Reality (VR) 

With the use of virtual or digital objects superimposed on top of the real world, augmented 

reality (AR) technology alters the user's perspective and interaction with the environment. In 

contrast to Virtual Reality (VR), which submerges viewers in a fully digital world, Augmented 

Reality (AR) effortlessly incorporates virtual aspects into the real world. AR has many uses, 

from gaming and entertainment to healthcare, education, and business solutions. Users may 

experience an enhanced environment where digital material interacts with real-world items 

and settings, opening up new possibilities for exploration, education, and entertainment. This 

is made possible by utilizing sensors, cameras, and other devices in smartphones, tablets, or 

specialist AR glasses. 

Because of its adaptability and potential to completely change how people interact with 

technology and their surroundings, augmented reality (AR) has quickly acquired popularity 

across a wide range of businesses. By letting consumers see things in-store before they buy 

them, augmented reality (AR) in retail improves customer satisfaction and lowers return rates. 

AR apps in education can offer immersive learning environments that let students investigate 

difficult ideas in a concrete way. AR also offers a lot of potential for the healthcare industry. It 

may help patients visualize their ailments for better comprehension and treatment planning, or 

it can provide surgeons with real-time data during surgeries. It is anticipated that AR will 

continue to have an increasing impact on a wide range of industries as technology develops 

and becomes more widely available, bringing in a new era of immersive and interactive 

experiences. 

3. Literature Survey 

i) Augmented Reality in Anatomy 

This research effort aims to enhance learning experiences by utilizing Augmented Reality 

(AR), particularly in the complex topic of anatomy. For pupils, comprehending the intricate 

connections and functions of the body's organs in three dimensions poses a significant 

challenge. The suggested methodology makes use of augmented reality technology to give 

students guided study of anatomical features, enabling a methodical approach to learning. The 

objective is to ascertain whether augmented reality can be a useful aid for comprehending 

anatomy principles, given the subject's significance in a range of disciplines, including health 

science. Textbooks and static visuals are the mainstays of traditional learning methods, which 

sometimes fall short in explaining the intricacies of systems like the heart or the digestive 

system. AR technology is anticipated to bridge this gap by providing a more immersive 

experience. 

ii) Human Anatomy Learning Systems Using Augmented Reality on Mobile 

Application 

Because the ability to conceptualize the body anatomy from a 2D to a 3D representation is 

limited, students typically struggle to understand human anatomy. Creating an augmented 
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reality learning system for human anatomy is the aim of this research project. Students should 

be able to easily view 3D graphics and understand the anatomy of the human body by using 

this technology. Augmented reality marker technology is used in this system on a mobile 

computer platform. The marker is documented by snapping a photo. The captured image is 

then divided, and the resulting pattern is compared to images stored in the database. This study 

incorporates the Floating Euphoria Framework with the SQLite database. Features of the 

human anatomy system allow for interactive augmented reality displays of the entire body or 

of specific organs. We tested the augmented reality anatomy system on high school and 

medical students to see how well it educated them about the human body's anatomy in order to 

assess the program's usefulness. The results show how much more user-friendly an interactive 

augmented reality visualization system is for teaching human anatomy to pupils. 

iii) Augmented Reality in Medical Education: Students’ Experiences and Learning 

Outcomes 

Augmented reality (AR) is achieved by combining digitally made three-dimensional 

representations with genuine environmental inputs using relatively new technology. 

Augmented reality, or AR, can be used to create a hands-on, immersive learning environment 

using smartphones, tablets, or other gadgets. In addition to entertainment and gaming, 

augmented reality (AR) applications are being developed for the military, the automobile 

sector, healthcare, retail and marketing, education, travel and tourism, manufacturing, 

architecture, and engineering. The application of AR in business is quickly growing. 

Worldwide medical schools are implementing augmented reality (AR)-based teaching 

programs due to its unique educational benefits, which include remote learning and interactive 

simulations.These include the main goals of augmented reality (AR)-based learning, which are 

to simplify the transmission of complex content and enhance comprehension of it. We also 

talk about how AR might enhance medical students' learning by developing their cognitive, 

practical, and interpersonal skills. Several AR medical teaching systems, including Holloman, 

Ocul AR SIM, and Holo Patient, are used to illustrate these concepts. 

iv) Integrating Data Directly into Publications with Augmented Reality and Web-Based 

Technologies – School-AR 

By examining the discrepancy between the dynamic nature of digital information in 

research and the static presentation in traditional publications, the authors of this ground-

breaking study address a major issue in scientific communication. They present a novel 

method for smoothly integrating digital data into the publication system by utilizing web-

based and augmented reality (AR) technology. The framework, which the authors make 

available to the scientific community, has the potential to transform communication by adding 

interactive digital information to articles. An example of how this integration is revolutionary 

is when augmented data is projected directly onto a magazine and seen through both web-

based PDF viewers and augmented reality mobile applications. Additionally, the study offers a 

dual-purpose QR code solution that streamlines the augmented content access procedure for 

the Schol-AR app. It also makes it easier for users to explore augmented data from a variety of 

datasets, such as MRI and cellular data. 

v) AR Mobile Application for Human Anatomy 

Anatomy is the main subject of human biology. The study of human anatomy covers all 

internal organ systems, from cells to organ systems. Studying the 2D model's internal structure 

is difficult and time-consuming. The goal of this research is to develop a 3D augmented reality 

human anatomy learning system. Understanding the interior structure could be difficult if 

anatomy is studied via 2D models, puppets, or textbooks. One such option is an augmented 

reality app for Android devices. You can view a 3D model in real space by scanning a 

photograph with the application's interactive menu. In this project, augmented reality 

technology is used to construct a human body learning system. By using this approach, it is 
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intended that students would be able to see the many parts of the human body in three 

dimensions with ease. Students can study more quickly by utilizing AR technology. 

vi) Virtual and Augmented Reality in Biomedical Engineering 

The potential of virtual reality (VR), augmented reality (AR), and mixed reality (MR) 

technology to change social interaction, the workplace, and sensory experiences is examined 

in this paper's exploration of the idea of extended reality (XR). The authors emphasize how 

these technologies are becoming more and more accepted in society, attributing this to 

developments in photonics among other things. There is a discussion of the distinctive 

qualities of VR, AR, and MR, highlighting how each technology provides unique immersive 

experiences. The article centers on the potential of augmented reality (AR) technology to 

improve clinical procedures in healthcare and their maturity for consumer applications. The 

authors emphasize the need for innovations that might meet the current technological and 

societal challenges with AR gadgets, and they encourage engineers, computer scientists, and 

end users to explore the vast possibilities of this technology. The technological aspects are 

covered, with a focus on medical AR where it can be very important to distinguish between 

actual and virtual information. These technical aspects include marker-free tracking and the 

integration of real and virtual data. The goal of the paper is to direct future scientific 

investigations toward surmounting obstacles and encouraging the creation of useful AR 

applications across a range of fields. 

vii) ScoolAR: An Educational Platform to Improve Students’ Learning Through Virtual 

Reality 

Numerous fields have investigated the use of augmented reality (AR) and virtual reality 

(VR). Despite the fact that AR/VR technologies have a lot of potential, a hurdle currently 

stands in the way of their general acceptance in the education sector: there aren't enough user-

friendly platforms that let teachers and students design their own AR/VR experiences. By 

introducing ScoolAR, a brand-new platform designed with education in mind, this study 

bridges this gap. There is currently no evidence in the state of the art for a pedagogic tool that 

would enable someone to construct AR/VR applications without any programming 

experience. ScoolAR was developed on the basis of these principles in order to circumvent 

these limitations, enable an independent system for creating content, and raise awareness and 

engagement with AR and VR applications in conventional educational environments. In 

addition to describing the suggested platform's architectural structure, this paper presents the 

results of experiments conducted in a real-world didactic setting. Two student groups were 

considered; the first group attended frontal lectures during the study period, while the second 

group received support through the use of the ScoolAR framework. The test showed that, 

across all evaluation metrics, the first group outperformed the second.  

4. Proposed System 

Our suggested solution enhances students' visual comprehension of anatomy by utilizing 

augmented reality to enable immersive 3D study of human organs. In-depth insights into organ 

anatomy and function are provided by educational videos, which enhance the interactive 

augmented reality experience and offer a comprehensive learning method. Students studying 

human anatomy can learn in a dynamic setting with hands-on application and real-time 

clarification provided by virtual patient simulators and a chat-based NPC.  

ARCORE: ARCore is a platform developed by Google that enables the creation of 

augmented reality (AR) experiences for Android devices. Released in 2017, ARCore provides 

developers with tools and APIs (Application Programming Interfaces) to build AR 

applications that can interact with the real world. It uses a combination of the device's camera, 

sensors, and processing power to understand the environment and place virtual objects or 

information within it.Integrating ARCore into Unity involves several key steps to enable the 

development of augmented reality (AR) experiences. First, after installing Unity and Android 
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Studio, a new Unity project is created. This SDK provides essential tools and components for 

AR development. 

XR MANAGEMENT:In Unity, XR management is coordinating the creation of XR apps, 

such augmented reality (AR) and virtual reality (VR), inside the Unity game engine. Unity's 

XR platforms are navigated by XR managers, who also manage projects for particular devices, 

supervise interaction design, manage content creation, conduct rigorous testing, optimize 

performance, handle deployment, offer user support and training, and iterate on 

improvements. With this all-encompassing strategy, XR technologies are seamlessly 

incorporated into Unity projects, producing engaging and intuitive user experiences. The 

Figure 1 shows the AR human anatomy. 

 
Figure 1. AR Human Anatomy 

Figure 1 outlines Users can explore and comprehend the human body in depth with the 

interactive, immersive presentation of human anatomy content in augmented reality (AR). 

Users can see 3D models of anatomical structures, such as muscles, bones, organs, and 

systems, superimposed on the actual environment by using augmented reality applications. 

This technology improves learning experiences beyond conventional techniques by enabling 

students, medical professionals, and hobbyists to study anatomy from any location.Every 

anatomical structure has a name, a function, and associated medical disorders that may be 

found in depth in augmented reality apps. Anatomical knowledge can be better understood and 

retained because to user interaction features such as rotating and zooming in on the models to 

reveal minute details. Learning becomes more accessible and interesting when augmented 

reality (AR) is included into medical education and healthcare, which eventually benefits 

patients and professionals alike. 

5. Implementation 

The first step in integrating human anatomy into augmented reality (AR) with Unity and 

AR Core is to obtain high-quality 3D models of the skeleton, organs, and muscles from 

internet sources or specialized 3D modeling services. To make these models compatible with 

Unity, convert them from skp to fbx format using Blender or a comparable program. Utilize 

the tracking and rendering capabilities of AR Core to display the converted models in the real 

world by importing them into Unity and placing them in the AR environment. To improve the 

learning experience, use Unity components and scripts to make the anatomical parts 

interactive. This will let users touch or tap the parts to see animations or information 

displays.AR Core's plane detection and object tracking capabilities can further enrich user 

interactions, providing a more immersive AR experience. The Figure 2 shows thearchitecture 

diagram of proposed work. 
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Figure 2. Overview Architecture 

Step 1: Get 3D Models: You may get excellent 3D models of the various elements of the 

human anatomy from internet databases or specialized 3D modeling businesses. 

Step 2: Convert Models: To make the models compatible with Unity, convert them from 

the.skp to the.fbx format using Blender or a comparable 3D modeling program. 

Step 3: Open Unity and Import Models Launch Unity and start a fresh project. Add the 3D 

models that have been converted to the Unity project. 

Step 4: Configure AR Scene: Use AR Core to configure the AR scene in Unity. Include AR 

Core elements in the scene and set them up for rendering and tracking. 

Step 5: Place Models in environment: Insert the human anatomy models into the 

augmented reality environment, making sure they are scaled and positioned correctly. 

Step6: Add Interactivity: Use Unity's scripting Step 6: Add Interactivity: Using Unity's 

scripting features, make the models interactive. For instance, you can include scripts that let 

users tap a model to see an informational screen or start an animation. 

Step 7: Test in Unity Editor: Using the AR Core emulator or by deploying to a compatible 

device, test the augmented reality experience in the Unity editor. 

Step 8: Create APK File: After you're happy with the augmented reality experience, you 

can create an Android APK file for the project. In Unity, navigate to File > Build Settings, 

choose Android as the platform, and then click Build to accomplish this. Comply with the on-

screen guidelines to generate the APK file. 

Step 9: Deploy to Device: Install the generated APK file on an Android device by 

transferring it there. Now that the app is open on the device, you can use the AR application 

you made for human anatomy. The Figure 3 shows the Sample parts of Human body. 

 
Figure 3. Sample Parts 

6. Results 

The 25% of app consists of home screen where you can select your organ you would like to 

learn about. An AR simulation of organ with animationand description of organs and custom 

inbuilt website within app where you can get to learn more about the organs collected from 

various medically approved journals and text books. 

The Figure 4 shows the Home screen of proposed work. The Figure 5 shows the AR 

simulation of Heart.  
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Figure 4. Home Screen 

 
Figure 5. AR Simulation of Heart 
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7. Conclusion 

The proposed smartphone application with augmented reality capabilities transforms the 

study of human anatomy by providing a unique learning opportunity that goes beyond 

conventional approaches. Deeper understanding and memory of anatomical information are 

encouraged by its immersive visuals, interactive features, and customized learning 

experiences, which accommodate a variety of learning preferences. The program encourages 

creativity, knowledge sharing, and a greater understanding of the human form by giving users 

the ability to create their own augmented reality experiences and by building a cooperative 

community of learners. Its enormous importance in the field of anatomy education is 

highlighted by its ability to improve classroom instruction, promote research cooperation, and 

educate students for future professions in the healthcare industry. As augmented reality 

technology advances, there are countless applications for this, and it may soon lead to a time 

when studying anatomy is not only transformative and intriguing but also educational. 

8. Future Scope 

When cutting-edge technology are integrated, the study of human anatomy for Generation 

Z stands to make exciting advancements. More immersive and interactive methods to anatomy 

teaching are probably going to be beneficial for Generation Z, who were raised in an era of 

digital innovation. The fields of virtual reality (VR) and augmented reality (AR) are expected 

to become increasingly important, providing students with never-before-seen chances to 

investigate the human body in three dimensions and going beyond conventional classroom 

settings. Digital platforms that are interactive and easily available will probably proliferate as a 

result of the growth of online and remote learning, allowing students to interact with 

anatomical content from any location. Its worldwide reach could encourage prospective 

healthcare professionals to collaborate and share knowledge across cultural boundaries. With a 

thorough grasp of the human body, this dynamic landscape will equip the next generation to 

take on the challenges and breakthroughs in healthcare and medical sciences in the years to 

come.  
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