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Abstract 

In this paper, a robust diabetic retinopathy prediction 

system using model-based feature extraction strategy and 

machine learning algorithms has been proposed. The 

proposed system uses linear support vector classifier for 

feature extraction. To identify the optimal features, the 

optimal model of the classifier is identified by using nature 

inspired optimization algorithms – differential evolution, 

genetic algorithm and particle swarm optimization. The 

optimal features are then used to train the following 

algorithms – K Nearest Neighbours, Decision Tree, Logistic 

Regression, Random Forest and a Voted Classifier built 

from an ensemble of Decision Tree, Logistic Regression 

and Random Forest. The experimentations were conducted 

using Aptos 2019 datasets. The results of the 

experimentations show that Random Forest and Voted 

Classifier are optimal in predicting DR. The proposed 

system has also out performed most of the systems for DR 

prediction in the literature. 
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1. Introduction 

Diabetic Retinopathy (DR) is one of the major causes of blindness among people suffering 

from diabetic mellitus (RR Bourne ea, 2013). Most of the time, it so happens that people tend 

to visit ophthalmologist only when their eye sights are impacted, which may be due to advanced 

stage of DR. DR can be treated effectively if people report for treatment at early stage of DR. 

Automating the screening process of DR will help in detecting it at an early stage. 

DR is a condition resulting from damage of blood vessels in the retina due to high blood sugar 

levels (Atwany et al, 2022). Some of the damages caused are swelling and leaking of blood 

vessels and proliferation of abnormal new blood vessels in the retina. DR exhibits no symptoms 

in its early stages. But as it progresses, it might cause blurring of vision, poor vision during 

night hours, colour fading and under extreme conditions loss of vision. Hence automated 

detection of DR can help in a great way to manage and treat DR. 

 

 
(a) 

 
(b) 

Figure 1 (a) Normal retinal image (b) DR affected retinal image. 

 

As the presence of DR is done by screening the retina for symptoms as shown in Figure 1, any 

autonomous detection system must have image processing capabilities. Hence most of the 

solutions in the literature involve deep learning architectures which are good at image 

classification (Archana et al, 2024). But deep learning architectures are of high complexity and 

requires extensive resources for its operation. Building DR prediction systems using basic 

machine learning algorithms with lesser complexity will help in wider usage of such systems. 

The objective of this paper: 

1. Experiment basic machine learning algorithms capability to predict DR. 

2. Identify an optimal feature selection strategy for classifiers to be built. 
3. Identify the optimal classifiers for DR prediction problem. 

 

The paper is organized as follows: Section 1 Introduction – introduce what DR is? Give a brief 

about the DR prediction problem and list the objectives of this paper. Section 2 Literature 

Review – review DR prediction systems in the literature. Section 3 Proposed System – details 

of the DR prediction system architecture and modules. Section 4 Experimentation and Results 

– details of the experiments conducted and analysis of the results. Section 5 Conclusion and 

Future Directions – conclusion of the paper and directions for future research. 

 

2. Literature Review 

In this section, a brief review of some of the state-of-the-art diabetic retinopathy systems is 

given. In (Mohanty et al, 2023), the performances of two DR prediction systems are studied. 

One of the systems is a hybrid system formed by the combination of VGG16 and XGBoost 

Classifier. The other system was built using DenseNet121 network. The imbalance in the image 
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dataset used to experiment with, has been subjected to balancing techniques before training the 

model. It was found that the DenseNet121 exhibited superior performance compared to other 

similar systems. 

 

In (Sarobin et al, 2022), three DL models have been experimented with for DR prediction – 

CNN, Hybrid CNN with ResNet and Hybrid CNN with DenseNet2.1. As ResNet and DenseNet 

2.1 are pretrained models, and hence the proposed uses transfer learning for training the 

models. The models were built by extracting relevant features and training the models using 

the extracted features. It was found that the Hybrid CNN with DenseNet 2.1 outperformed 

other similar approaches in predicting DR. 

 

In (Kurup et al, 2021), a pretrained DL model, Inception-V3 has been used for DR prediction. 

The classifier model has been built using transfer learning. The proposed system was able 

classify DR data with considerable accuracy compared to similar systems in the literature. In 

(Gangwar and Ravi, 2020), a pretrained DL model, Inception-ResNet-v2 model is used. This 

model is further enhanced by adding CNN layers on top. The proposed system uses transfer 

learning for training the model and was able to achieve reasonable performance in classifying 

DR cases. 

 

In (Saranya et al, 2022), a DenseNet based deep learning model has been used for DR 

prediction. The system employs noise reduction techniques to make the system robust to noise. 

The system was able to achieve good classification accuracy compared to similar system then 

in literature. In (Sanjana et al, 2021), the usage of transfer learning models for DR prediction 

has been studied. The experimentation involved models such as Xception, InceptionResNetV2, 

MobileNetV2, DenseNet121, and NASNetMobile. The results of the experimentation indicated 

the superiority of these models in DR prediction. 

 

In (Kumar and Karthikeyan, 2021), pretrained models based on Attention based Networks, 

CNN and Multi-layered perceptron has been experimented with. The models - EfficientNet, 

ResNet, Swin-Transformer, Vision-Transformer (ViT) and MLP-Mixer were trained using 

annotated retinal image datasets. On testing the model’s performance, it was found that 

transformer-based models outperformed others. Among the transformer-based models, Swin-

Transformer yielded the best result. 

 

In (Khan and Okatan, 2023), a pretrained CNN model has been employed for detecting DR 

defect. The performance of the classifier is further enhanced using stacking meta learning 

technique. The classifier was able to exhibit superior performance under lack of availability of 

sufficient pre-processed data sets. The review of the approaches reveals that most of the 

systems built have employed pre-trained models based on deep learning algorithms with high 

complexity. In order to build systems for common use there is a need for building system with 

lesser complexity without compromising the performance to a large level. 

 

3. Proposed System 

The architecture of the proposed system is shown in the Figure 2. 
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Figure 2 Proposed system architecture 

As shown in the Figure, the input data is pre-processed for providing as input to the classifiers 

algorithms to build the machine learning model. This is followed by the feature extraction stage 

where the optimal features for categorization are identified. The dataset with the optimal 

features is then used to train the ML algorithms. The trained models are then tested for 

performance and the optimal model is chosen for predicting diabetic retinopathy. 

 

3.1 Dataset 

To build and evaluate the proposed system, the APTOS 2019 dataset (Karthik et al, 2019) has 

been used. The dataset comprises of 3662 retinal images as training data and 1928 retinal 

images as test data. Since this data was part of a competition held by Kaggle in 2019, the test 

data is not labelled. So, to build and evaluate the proposed system only the training dataset has 

been used. These images were taken under varied photographic conditions and hence of diverse 

quality (low – high). The resolution of these images varies from 1440 × 960 pixels to 5184 × 

3456 pixels. The images have been categorized into five grades as shown in Table 1. 

 

Table 1 Grades of DR in the dataset 

Grade Description 

0 No DR 

1 Mild case 

2 Moderate case 

3 Severe case 

4 Proliferative case 

 

3.2 Data Preprocessing 

As discussed in the previous section, the images in the dataset are of varied resolution and 

quality. In order to process the images with uniformity and lesser complexity, the images are 

read as grey scale images and resized to 128 x 128 pixels. To provide the data as inputs to the 

machine learning algorithms, it is flattened to form image vectors of size 16,384 pixels i.e. 128 

x 128 each. After resizing and flattening, there are around 3662 image vectors corresponding 

to the 3662 images with 16,384 features representing the pixel values of the images at the 

respective positions. 
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The pixel values in the image vectors varies from 0 – 128. To avoid higher valued features 

from dominating the learning process, the feature values are normalized between the range -1 

to 1. Since the aim of this work is to predict DR, the labels of the images with 0 value i.e. No 

DR is retained as it is, while the labels with values 1, 2 and 3 i.e. different grades of DR are 

converted to just 1 to indicate DR.  

 

3.3 Feature Extraction 

The pre-processed dataset now contains 3662 image vectors with 16,384 features. Since the 

amount of data required to build a model that generalizes well increases exponential with the 

number of features used (curse of dimensionality), feature extraction is employed to select the 

most optimal features for the classification process. In the proposed system, model-based 

feature selection is employed to achieve dimensionality reduction.  In model-based feature 

extraction, a machine learning algorithm is used for building a classifier using a subset of the 

dataset. The classifier model is tuned for optimal performance and the features that contributed 

the most for building this optimal model is chosen as the optimal features.  

 

In the proposed system, linear support vector classifier (lsvc) is used for feature selection. In 

order to conduct the experiments to build and evaluate the classifier model, the dataset is 

divided into training, validation and test sets in the ratio 70%:15%:15% respectively. The 

training dataset and validation dataset is used in the feature extraction process. The lsvc is 

trained using the training dataset and its performance is evaluated using the validation dataset. 

The accuracy of the classifier is used as the metric to evaluate the performance the classifier. 

The tuning of the classifier is achieved by varying the values assigned to the C parameter of 

lsvc. The C parameter controls the strength of regularization of lsvc. 

 

In order to find the optimal value for C, three nature inspired optimization algorithm has been 

employed. 

1. Differential Evolution (DE) algorithm (Storn and Price, 1997) 

2. Genetic Algorithm (GA) (Sastry et al, 2005), and 

3. Particle Swarm Optimization algorithm (Kennedy and Eberhart, 1995) 

 

The optimal classifier model is one which produces the best performance in classifying the 

validation dataset. The C value of this model is taken as the optimal value and the features 

contributing to the performance of the optimal model is chosen as the optimal features. 

Machine Learning (ML) Model for DR prediction 

 

To identify a robust ML model for DR prediction, experiments were conducted with the 

following machine learning algorithms – K Nearest Neighbours (KNN) (Mucherino et al, 

2009), Decision Tree (DT) (Fürnkranz, 2011), Logistic Regression (LGR) (Bisong, 2019), 

Random Forest (RF) (Breiman, 2001), Naïve Bayes (NB) (Webb, 2011) and Voted Ensemble 

Classifier (VC) formed from DT, LGR and RF. The training and testing data containing only 

the optimal features identified in the feature extraction stage are used for building and 

evaluating the classifier models for DR prediction. Based on the performances of the classifiers, 

the best classifier for DR prediction is identified. 

 

4. Experimentations and Results 

The first set experimentations were conducted to identify the optimal feature set using lsvc and 

nature inspired optimization algorithms – DE, GA and PSO. The results of these 

experimentations are shown in the Table 2. 
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Table 2 Feature extraction results 

Optimization Algorithm Optimal C Value # Features Identified 

DE 0.40791201 2068 

GA 0.26788858 1396 

PSO 2.65063521 6968 

 

The next set of experimentations were conducted to identify the performance of the machine 

learning algorithms when trained using the optimal feature sets identified by the optimization 

algorithms. The results of the experimentations are shown in the Tables. It can be seen from 

Table 3 that RF and VC has achieved an accuracy of 92.36% outperforming the other 

algorithms. The results are visualized in Figure 3. 

 

Table 3 Performance for C = 0.40791201, #Features = 2068 

ML Algorithm  Accuracy% 

KNN 80.18 

DT 88 

LGR 90.18 

RF 92.36 

NB 76.36 

VC 92.36 

 

 
Figure 3 Performance for C = 0.40791201, #Features = 2068 

 

From Table 4 it can be seen that both RF and VC again outperformed other algorithms by 

achieving an accuracy of 92.18%. The results ae visualized in Figure 4. 

 

Table 4 Performance for C = 0.26788858, #Features = 1396 

ML Algorithm  Accuracy% 

KNN 78.54 

DT 87.81 

LGR 90.36 

RF 92.18 

NB 74.72 

VC 92.18 
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Figure 4 Performance for C = 0.26788858, #Features = 1396 

 

It can be seen from Table 5, that RF has outperformed others by achieving 92.9% accuracy 

very closely followed by VC with an accuracy of 92.54%. The results are visualized in Figure 

5. 

 

Table 5 Performance for C = 2.65063521, #Features = 6968 

ML Algorithm  Accuracy% 

KNN 78 

DT 87.45 

LGR 91.45 

RF 92.90 

NB 74.18 

VC 92.54 

 

 
Figure 5 Performance for C = 2.65063521, #Features = 6968 

 

The optimal performances for the different number of optimal features identified is 

summarized in the Table 6. 
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Table 6 Optimal Classifier models 

Optimization 

Algorithm 

Optimal Features 

Identified 

Optimal ML Algorithm Accuracy% 

DE 2068 VC & RF 92.36 

GA 1396 VC & RF 92.18 

PSO 6968 RF 92.90 

 

As seen in Table 6, in terms of accuracy the RF algorithm was able to achieve an accuracy of 

92.9% with 6968 features identified by PSO. In terms of number of features, the GA was able 

select the minimum number of features – 1396. The RF and VC algorithms were able to achieve 

an accuracy of 92.18% using the said features. This is followed by DE with 2068 features 

identified. Again VC & RF algorithms were able to achieve an accuracy of 92.36%. It can also 

be seen that the accuracy achieved by the algorithms for the different number of features are 

very close to one another. 

 

The Table 7 shows the performance of the proposed system relative to similar systems in the 

literature. 

 

Table 7 Comparative performance 

System Accuracy% 

DenseNet 121 (Mohanty, et al, 2023) 

 

97.30 

Hybrid Model (Mohanty, et al, 2023) 80 

Meta Learning and Deep Learning Techniques 

(Khan and Okatan 2023) 

93 

Inception V3 (Kurup, et al, 2021) 82 

Inception Res Net V2 (Gangwar and Ravi, 2020) 82.18 

DenseNet based Deep Learning Model (Saranya 

et al. 2022) 

83 

Transfer Learning Models (Sanjana et al. 2021) 86.25 

CNN, Transformer and MLP based Architectures 

(Kumar and Karthikeyan 2021) 

86.4 

Deep hybrid architectures (Lahmar and Idri 2022) 89 

Single-modality and joint fusion deep learning 

(El-Ateif and Idri 2022) 

90.7 

Proposed System 92.90 

 

It can be seen from the Table 7 that the proposed system clearly out performs most of the 

systems in terms of the accuracy achieved. This despite the fact that the proposed system has 

been built using simple machine learning algorithms compared to the others listed. The systems 

that have better performance than the proposed system has been built with deep learning 

models with much higher complexity and higher number of features. 

 

5. Conclusion and Future Directions 

The paper has proposed successfully an intelligent DR prediction system utilizing basic 

machine learning models with far less complexity than deep learning models. It has also come 

up with a model-based feature selection method optimized by nature inspired optimization 

algorithms. From the experimentations conducted and their results, it has been identified that 



Sampada Padmakar Thigale /Afr.J.Bio.Sc. 6(6) (2024)                                         Page 2390 to 10 

Random Forest and a Voted Classifier Ensemble comprising of Decision Tree, Logistic 

Regression and Random Forest were able predict DR with considerable accuracy. 

 

The optimization algorithms were operated in minimal configuration in the current 

experimentations. In future, various configurations can be tried out to find the optimal 

recommendations of the algorithms. Also in the current experimentations, the optimization has 

been applied only in the feature selection process, in future it could be applied to hyper tuning 

the ML algorithm’s parameters. 
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