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Abstract: Alzheimer's disease, a progressive neurodegenerative disorder, necessitates early 

and accurate diagnosis to enable timely intervention and effective treatment planning. This 

study introduces an integrated machine learning framework for predicting the stages of 

Alzheimer's disease by leveraging multi-modal data, advanced preprocessing, sophisticated 

feature extraction, deep embedded clustering, and diverse ensemble learning methods. MRI, 

PET, genetic, and clinical data are utilized to construct a comprehensive dataset. The 

preprocessing phase includes denoising, bias correction, and normalization, ensuring high-

quality input data. Feature extraction combines convolutional neural networks (CNNs) and 

traditional methods to capture high-level and intricate patterns. The core of the model employs 

deep embedded clustering to embed high-dimensional data into a lower-dimensional space, 

enhancing clustering accuracy. A diverse ensemble of base models, including Random Forests, 

Gradient Boosting Machines, Support Vector Machines, and neural networks, is trained on 

optimally selected features. Stacking and weighted voting based on cross-validation scores 

aggregate the predictions, ensuring robustness and reliability. The model addresses class 

imbalance through synthetic data generation and cost-sensitive learning. Interpretability is 

achieved using SHAP values and LIME, providing insights into the model's decision-making 

process. The proposed framework demonstrates superior performance in predicting 

Alzheimer's disease stages, offering a powerful tool for early diagnosis and clinical decision 

support. 

Keywords: MRI, Alzheimer's Disease, Ensemble Learning, Convolutional Neural Networks, 

Support Vector Machines 
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1 Introduction 

Predicting the stages of Alzheimer's Disease (AD) with high accuracy is crucial for timely 

intervention and effective treatment planning. Alzheimer's Disease, a progressive 

neurodegenerative disorder, affects millions of people worldwide and presents significant 

challenges for healthcare professionals. Early and accurate diagnosis of AD can potentially slow 

disease progression and improve the quality of life for patients. Recent advancements in machine 

learning have provided powerful tools for analyzing complex medical data and predicting disease 

stages, with ensemble learning techniques showing particular promise. 

Ensemble learning, which combines multiple models to improve prediction outcomes, has been 

extensively researched for its potential in early disease detection. For instance, Singh and Mishra 

[1] demonstrated that an ensemble learning approach could achieve an accuracy of 82.40% in early 

AD prediction, highlighting the importance of selecting relevant features for effective diagnosis. 

Similarly, Francis and Pandian [2] utilized an ensemble learning approach for multi-class 

classification of AD stages using magnetic resonance imaging (MRI), achieving an accuracy of 

85%. These studies underscore the effectiveness of ensemble methods in handling complex 

medical data and enhancing prediction accuracy. 

The integration of multi-modal data, such as MRI and electronic health records (EHR), into 

predictive models has further improved classification accuracy across different stages of AD. 

Prabhu et al. [3] explored multi-modal deep learning models that combined MRI and EHR data, 

demonstrating significant improvements in AD stage prediction. The ability to leverage diverse 

data sources allows for a more comprehensive understanding of the disease, capturing various 

aspects of its progression. 

Additionally, novel approaches that combine clustering techniques with ensemble learning have 

shown promise in early-stage prediction and classification of AD. Sudharsan and Thailambal [4] 

proposed a hybrid learning approach that integrated multiple features using ensemble methods, 

resulting in improved early-stage classification accuracy. This approach illustrates the potential of 

combining clustering and ensemble learning techniques to capture subtle patterns in high-

dimensional medical data. 

Despite these advancements, existing methods often struggle with handling high-dimensional data, 

integrating multi-modal data effectively, and providing interpretability. The proposed integrated 

model addresses these challenges by incorporating Deep Embedded Clustering (DEC) and 

advanced ensemble learning techniques. DEC embeds high-dimensional data into a lower-

dimensional space, enhancing clustering accuracy and capturing complex relationships. The 

ensemble learning component leverages a diverse set of base models, including Random Forests, 

Gradient Boosting Machines (GBMs), Support Vector Machines (SVMs), and neural networks, 

combined using stacking and weighted voting based on cross-validation scores. This approach 

ensures robustness and reliability, fully exploiting the complementary strengths of various models. 

The proposed model aims to improve the accuracy and robustness of AD stage prediction by 

integrating sophisticated data preprocessing, feature extraction, clustering, and ensemble learning 

techniques. By addressing the limitations of existing approaches, this model has the potential to 
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significantly enhance early diagnosis and treatment planning for Alzheimer's Disease, paving the 

way for future research and clinical applications. 

2 Related work 

Predicting Alzheimer's Disease (AD) stages accurately is crucial for timely intervention and 

treatment planning. Recent research has focused on integrating various machine learning 

techniques, including ensemble learning and clustering, to enhance the prediction accuracy of AD 

stages. Ensemble learning, which combines multiple models to improve prediction outcomes, has 

shown significant promise in this domain. For instance, a study proposed a multiple ensemble 

method to predict AD at an early stage with an accuracy of 82.40%, highlighting the importance 

of selecting relevant features for early detection [1]. Similarly, another approach utilized the 

concatenation of output layers from pre-trained models like Xception, InceptionV3, and 

MobileNet, achieving an accuracy of 85% in multi-class classification of AD stages [2]. 

Furthermore, the application of ensemble learning algorithms, such as Stacking, which combines 

predictions from various high-performing models, demonstrated the potential to distinguish AD 

sufferers from healthy participants with a 78% accuracy using speech signal features [5], [3]. The 

integration of multi-modal data, including MRI and electronic health records (EHR), into a 

prediction model further improved the classification accuracy across different AD stages, 

showcasing the benefits of combining diverse data sources [6]. The novel machine learning 

algorithms that predict AD progression by utilizing a multi-task ensemble learning approach, based 

on the similarity measurement of spatio-temporal variability of brain biomarkers, have also shown 

superior accuracy and stability in predicting AD progression [7] [4]. Additionally, a hybrid method 

combining boosting random forest ensemble learning, kernel density algorithm, and neural 

networks with multiple features, such as Voxel-based morphometry and bio-markers, improved 

early-stage classification and prediction accuracy of AD [8] [9]. These studies collectively 

underscore the effectiveness of integrating clustering and ensemble learning techniques for the 

accurate prediction of Alzheimer's Disease stages, offering a promising direction for future 

research and clinical applications [10]. 

The review has summarized various machine learning techniques applied to predict Alzheimer's 

Disease (AD) stages, emphasizing the efficacy of ensemble learning and clustering methods. While 

these approaches have shown promise in improving prediction accuracy, they have also presented 

several limitations that justify the need for the proposed integrated model. 

The existing ensemble learning approaches have highlighted significant strides in enhancing 

prediction accuracy. For instance, the multiple ensemble method has achieved an accuracy of 

82.40%, underscoring the importance of feature selection for early detection. However, the 

effectiveness of these ensemble methods has heavily depended on the diversity and 

complementarity of the base models used. Simple ensemble techniques might not have fully 

exploited the complementary strengths of different models, leading to suboptimal performance. 

Additionally, concatenating output layers from pre-trained models like Xception, InceptionV3, and 

MobileNet has yielded an accuracy of 85% in multi-class classification, but this approach has 

relied on the availability of pre-trained models that might not have been specifically optimized for 
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AD prediction tasks. This reliance can result in a lack of specificity and sensitivity, especially for 

subtle early-stage indicators. 

Integrating multi-modal data, including MRI and electronic health records (EHR), has been shown 

to improve classification accuracy across AD stages. However, combining such diverse data 

sources has presented significant challenges. These challenges have included handling the high 

dimensionality and heterogeneity of the data, aligning different data modalities temporally and 

spatially, and ensuring data quality and consistency. Many existing models may not have 

adequately addressed these complexities, limiting their practical applicability in clinical settings. 

Furthermore, existing methods have often struggled with the high dimensionality of MRI data and 

the inherent class imbalance in AD datasets. For example, hybrid methods combining boosting 

random forest ensemble learning, kernel density algorithms, and neural networks have 

incorporated features like voxel-based morphometry and biomarkers to improve early-stage 

classification. While these methods have been effective to some extent, they may still suffer from 

overfitting and biased predictions if they do not effectively reduce dimensionality or address class 

imbalance, reducing their reliability and robustness. 

Another significant limitation has been the lack of interpretability in many ensemble learning and 

deep learning approaches. Although these methods have achieved high accuracy, they often act as 

"black boxes," providing little insight into the decision-making process. This lack of 

interpretability can hinder clinical adoption, as healthcare professionals require transparent models 

to trust and understand the predictions made. Techniques like SHAP and LIME, which are essential 

for model interpretability, have often not been integrated into these existing methods. 

The proposed integrated model leverages Deep Embedded Clustering (DEC) and advanced 

ensemble learning techniques to address these limitations. DEC has facilitated the embedding of 

high-dimensional data into a lower-dimensional space, capturing complex relationships and 

improving clustering accuracy. This enhancement has significantly improved the model's ability 

to handle high-dimensional MRI data effectively. Additionally, the proposed model has 

incorporated a diverse set of base models in the ensemble, including Random Forests, Gradient 

Boosting Machines (GBMs), Support Vector Machines (SVMs), and neural networks. These 

models have been combined using stacking and weighted voting based on cross-validation scores, 

ensuring robustness and reliability by fully exploiting the complementary strengths of various 

models and adequately weighting their contributions based on performance. 

Moreover, the proposed model has emphasized ethical AI practices and practical clinical 

applicability, including data privacy, informed consent, and bias mitigation. Collaboration with 

clinicians has ensured that the model's predictions are clinically meaningful and actionable, 

addressing a significant gap in many existing approaches. 

While existing machine learning approaches have made significant strides in predicting 

Alzheimer's Disease stages, they often fall short in handling high-dimensional data, integrating 

multi-modal data, addressing class imbalance, and providing interpretability. The proposed 

integrated model, with its advanced preprocessing, feature extraction, DEC, and robust ensemble 

learning techniques, has offered a comprehensive solution to these challenges. This model not only 
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aims to improve prediction accuracy but also ensures ethical considerations and clinical 

applicability, making it a significant advancement in the field of Alzheimer's Disease research. 

3 Methods and Materials 

The proposed enhanced version of the Fuzzy Distributed Ensemble Learning (Fuzzy-DEL) model 

has leveraged advanced techniques in data preprocessing, feature extraction, clustering, and 

ensemble learning to improve the accuracy and robustness of predicting the stages of Alzheimer's 

disease. This improved model has integrated Deep Embedded Clustering (DEC) within its 

architecture to capture complex patterns in high-dimensional MRI data, while incorporating 

diverse ensemble methods and advanced feature extraction techniques to enhance model 

performance. This document describes the detailed architecture and methodology employed in the 

improved Fuzzy-DEL model. The improved Fuzzy Distributed Ensemble Learning (Fuzzy-DEL) 

model integrates various advanced techniques to enhance the prediction of Alzheimer's disease 

stages. The architecture includes sophisticated data preprocessing, feature extraction, Deep 

Embedded Clustering (DEC), ensemble learning, and addressing class imbalance. Each module of 

the architecture is described with extensive mathematical models, adhering to academic 

engineering research standards. 

3.1 Data Collection and Preprocessing 

The data utilized in this study have encompassed MRI, PET, genetic, and clinical data to provide 

a comprehensive basis for Alzheimer's disease stage prediction. Advanced preprocessing 

techniques, such as non-local means denoising, bias field correction, and skull stripping, have been 

employed to improve the quality of the MRI scans. Following preprocessing, normalization 

techniques like Z-score normalization have been applied to standardize the intensity values across 

different scans, ensuring consistency in the input data. 

• MRI Preprocessing 

 The preprocessing of MRI data involves denoising, bias field correction, and 

normalization. 

1. Non-local Means Denoising: Eq 1 

( ) ( ) ( )ˆ ‍,
y

I x w x y I y


=  ...(Eq   1) 

where ( )Î x  is the denoised intensity at voxel x , ( )I y  is the intensity at voxel y  in the 

neighborhood Ω  of x , and ( ),w x y  is the weight calculated based on the similarity between 

patches centered at x  and y . 

2. Bias Field Correction: Eq 2 

( )
( )

( )corrected

I x
I x

B x
=  ...(Eq   2) 

where ( )correctedI x  is the corrected intensity at voxel x , ( )I x  is the observed intensity, and ( )B x  

is the estimated bias field. 

3. Normalization: Eq 3 
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( )
( )

norm

I x
I x





−
=  ...(Eq   3) 

where ( )normI x  is the normalized intensity,   and   are the mean and standard deviation of the 

intensities in the image. 

3.2 Feature Extraction 

The feature extraction process has employed a combination of deep learning and traditional 

methods to capture high-level and intricate patterns in the data. Convolutional Neural Networks 

(CNNs) have been utilized to automatically extract features from the MRI images, capturing 

complex spatial hierarchies that might be indicative of Alzheimer's disease progression. 

Additionally, traditional feature extraction methods have been applied to derive structural, textural, 

and functional connectivity features from the MRI scans. Recursive Feature Elimination with 

Cross-Validation (RFECV) has been implemented to select the most informative features, reducing 

dimensionality and preventing overfitting. 

• Convolutional Neural Networks (CNNs) 

 CNNs are used to extract high-level features from MRI images. 

1. Convolutional Layer: Eq 4 

( ) ( ) ( )
, , ,

1 1

‍‍
M N

k k k

i j m n i m j n

m n

h w x b + +

= =

 
= + 

 
  ...(Eq   4) 

where 
( )
,

k

i jh  is the output of the k -th filter at position ( ),i j , 
( )

,

k

m nw  is the filter weight, 
,i m j nx + +

 is the 

input value, 
( )k

b  is the bias, and   is the activation function. 

2. Pooling Layer: Eq 5 
( ) ( )
, ,

,

k k

i j i m j n
m n P

p max h + +


=  ...(Eq   5) 

where 
( )
,

k

i jp  is the pooled value at position ( ),i j  for the k -th filter, and P  is the pooling region. 

3. Fully Connected Layer: Eq 6 

( ) ( ) ( )
‍

l l l

k k

k

f w p b
 

= + 
 
  ...(Eq   6) 

where ( )l
f  is the output of the l -th fully connected layer, 

( )l
kw  is the weight, kp  is the pooled 

feature, and 
( )l

b  is the bias. 

 

• Recursive Feature Elimination with Cross-Validation (RFECV) 

 

RFECV selects the most informative features by recursively removing features with the 

least importance. 

1. Feature Ranking: Eq 7 

( )

1

1
‍

K
k

i i

k

R
K


=

=   ...(Eq   7) 
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where iR  is the rank of the i -th feature, K  is the number of folds, and 
( )k

i  is the coefficient of 

the i -th feature in the k -th fold. 

2. Recursive Elimination: Features with the lowest iR  are recursively eliminated until the 

desired number of features remains. 

3.3 Deep Embedded Clustering (DEC) 

The core enhancement in the improved Fuzzy-DEL model has been the integration of Deep 

Embedded Clustering (DEC). DEC has facilitated the clustering of high-dimensional data by 

leveraging the representation power of deep neural networks. The DEC method has initially 

involved training an autoencoder to compress the input data into a lower-dimensional latent space. 

This latent representation has then been used to perform clustering, with the autoencoder and 

clustering objective being jointly optimized to improve cluster assignment. DEC has allowed the 

model to capture more complex and nuanced patterns in the data, leading to more accurate 

clustering results. 

DEC combines autoencoders and clustering to embed data into a lower-dimensional space. 

1. Autoencoder: Eq 8, Eq 9 

( ) ( )encoder e ez f x W x b= = +  ...(Eq   8) 

( ) ( )ˆ
decoder d dx f z W z b= = +  ...(Eq   9) 

where x  is the input data, z  is the encoded representation, x̂  is the reconstructed data, eW  and 

dW  are the weights of the encoder and decoder, and eb  and db  are the biases. 

2. Clustering Objective: Eq 10 

( || ) ‍‍
ij

cluster ij

i j ij

p
L KL P Q p log

q
= =  ...(Eq   10) 

where P  is the target distribution, Q  is the predicted distribution, 
ijp  is the probability of data 

point i  belonging to cluster j , and 
ijq  is the soft assignment. 

3. Joint Optimization: Eq 11 

reconstruction clusterL L L= +  ...(Eq   11) 

where 2

reconstruction
ˆL x x= −  is the reconstruction loss, clusterL  is the clustering loss, and   is a 

weighting parameter. 

3.4 Ensemble Learning 

The ensemble learning component of the improved Fuzzy-DEL model has utilized a diverse set of 

base models, including Random Forests, Gradient Boosting Machines (GBMs), Support Vector 

Machines (SVMs), and neural networks. Each base model has been trained on the optimal features 

selected through RFECV. Predictions from these models have been combined using a stacking 

ensemble method, where a meta-learner (such as a neural network) has been trained to aggregate 

the predictions from the base models. Weighted voting, based on cross-validation scores, has been 
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employed to ensure that models with higher predictive performance have a greater influence on 

the final prediction. 

• Diverse Base Models 

The ensemble consists of Random Forests, Gradient Boosting Machines (GBMs), Support 

Vector Machines (SVMs), and neural networks. 

1. Random Forest: Eq 12 

( )
1

ˆ
1

‍
T

t

t

y h x
T =

=   ...(Eq   12) 

where ŷ  is the prediction, T  is the number of trees, and ( )th x  is the prediction of the t -th tree. 

2. Gradient Boosting Machine: Eq 13 

( )
1

ˆ ‍
M

m m

m

y h x
=

=  ...(Eq   13) 

where ŷ  is the prediction, M  is the number of boosting rounds, m  is the learning rate, and ( )mh x  

is the prediction of the m -th base learner. 

3. Support Vector Machine: Eq 14 

( )
1

ˆ ‍,
N

i i i

i

y sign y K x x b
=

 
= + 

 
  ...(Eq   14) 

where ŷ  is the prediction, N  is the number of support vectors, i  are the Lagrange multipliers, 

iy  are the labels, ( ),iK x x  is the kernel function, and b  is the bias term. 

4. Neural Network: Eq 15 

( ) ( ) ( ) ( )( ) ( )( ) ( )( )1 1 1 1ˆ L L L L
y W W W x b b b  

− −
= + + +  ...(Eq   15) 

where ŷ  is the output, 
( )l

W  and 
( )l

b  are the weights and biases of the l -th layer, and   is the 

activation function. 

• Stacking and Weighted Voting 

1. Stacking: Eq 16, Eq 17 

( ) ,      1, ,m mz f x m M= =   ...(Eq   16) 

( )1 2
ˆ , , , My g z z z=   ...(Eq   17) 

where mz  are the predictions of the base models, and g  is the meta-learner. 

2. Weighted Voting: Eq 18 

( )( )
1

ˆ ‍
M

m m
c

m

y arg max w I f x c
=

= =   ...(Eq   18) 

where mw  are the weights based on cross-validation scores, I  is the indicator function, and c  are 

the class labels. 
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3.5 Addressing Class Imbalance 

To address the issue of class imbalance inherent in the dataset, synthetic data generation techniques 

such as Synthetic Minority Over-sampling Technique (SMOTE) have been applied to create a more 

balanced training dataset. Additionally, cost-sensitive learning approaches have been 

implemented, assigning higher misclassification costs to the minority classes to enhance the 

model's sensitivity to underrepresented categories. 

1. SMOTE: Eq 19 

( )minority nearestneighbor minorityNewSample x x x= +  −  ...(Eq   19) 

where   is a random number between 0 and 1, 
minorityx  is a minority class sample, and 

nearestneighborx  

is one of its k-nearest neighbors. 

2. Cost-Sensitive Learning: Eq 20 

( ) ( )
1

ˆ‍, , ˆ
N

cost sensitive i i i i

i

L C y y L y y−

=

=  ...(Eq   20) 

where ( )ˆ,i iC y y  is the cost matrix, ( )ˆ,i iL y y  is the loss function, iy  are the true labels, and ˆ
iy  are 

the predicted labels. 

3.6 Model Interpretability and Explainability 

To ensure the interpretability and transparency of the model, SHapley Additive exPlanations 

(SHAP) values have been used to elucidate the contributions of different features to the model's 

predictions. Local Interpretable Model-agnostic Explanations (LIME) have also been employed to 

explain individual predictions, providing clinicians with insights into the decision-making process 

of the model. 

1. SHAP Values: Eq 21 

 

( )
 ( ) ( )

\

! 1 !
‍

!
i

S N i

S N S
f S i f S

N




− −
 =  −    ...(Eq   21) 

where i  is the SHAP value for feature i , S  is a subset of features, N  is the set of all features, 

and ( )f S  is the model prediction using subset S . 

2. LIME: Eq 22 

( ) ( ) ( ),ˆ , x
g G

f x arg min L f g g


= +   ...(Eq   22) 

where ( )f̂ x  is the local surrogate model, L  is the loss function, x  is the proximity measure, and 

( )Ω g  is the complexity penalty. 

3.7 Ethical and Practical Considerations 

Throughout the development of the improved Fuzzy-DEL model, ethical AI practices have been 

strictly adhered to, including ensuring data privacy, obtaining informed consent, and addressing 

potential biases. Collaboration with clinicians and domain experts has been prioritized to validate 

the model's predictions and ensure that they are clinically meaningful and actionable. 
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The improved Fuzzy-DEL model, with its integration of Deep Embedded Clustering (DEC), 

advanced feature extraction techniques, and robust ensemble learning strategies, has demonstrated 

significant potential in accurately predicting the stages of Alzheimer's disease. By addressing the 

challenges of high-dimensionality, class imbalance, and model interpretability, this enhanced 

model provides a powerful tool for early diagnosis and treatment planning in Alzheimer's disease, 

paving the way for further innovation and collaboration in this critical field. 

4 Experimental Study 

This section provides a detailed analysis of the proposed model's performance in predicting the 

stages of Alzheimer's disease. It includes a comprehensive description of the dataset used, the 

preprocessing steps undertaken, the feature extraction methods applied, and the implementation of 

the Deep Embedded Clustering (DEC) technique. Additionally, the ensemble learning strategy and 

methods for addressing class imbalance are discussed. The performance of the model is evaluated 

using various metrics, and results are presented through a set of tables and graphs. This section 

aims to validate the effectiveness of the proposed model and demonstrate its superiority over 

existing models in accurately classifying the stages of Alzheimer's disease. 

4.1 The Data 

The dataset employed in this study comprises multi-modal data, including MRI, PET, genetic, and 

clinical information, collected from patients at various stages of Alzheimer's disease. The stages 

are categorized as no dementia, mild dementia, moderate dementia, and severe dementia. The 

dataset consists of 5,000 subjects, ensuring a comprehensive representation of the disease 

progression. The dataset is split into training (70%) and testing (30%) sets, ensuring an adequate 

sample size for both model training and evaluation. 

Data Preprocessing: The preprocessing pipeline is designed to enhance the quality and 

consistency of the input data. Non-local means denoising, bias field correction, and skull stripping 

are applied to MRI images to remove noise and artifacts. Normalization is performed using Z-

score normalization to standardize the intensity values across different scans. PET, genetic, and 

clinical data undergo similar preprocessing steps to ensure uniformity across all modalities. 

Feature Extraction: Feature extraction is conducted using a combination of convolutional neural 

networks (CNNs) and traditional methods. CNNs automatically extract high-level features from 

MRI images, capturing complex spatial hierarchies. Traditional methods are employed to extract 

structural, textural, and functional connectivity features from MRI, PET, genetic, and clinical data. 

Recursive Feature Elimination with Cross-Validation (RFECV) is utilized to select the most 

informative features, reducing dimensionality and preventing overfitting. 

Deep Embedded Clustering (DEC): Deep Embedded Clustering (DEC) is employed to embed 

high-dimensional data into a lower-dimensional space, facilitating accurate clustering. An 

autoencoder is trained to compress the input data into a latent representation. The latent 

representation is then used for clustering, with the autoencoder and clustering objective being 

jointly optimized. This joint optimization allows the model to capture more complex patterns and 

improve cluster assignments. 
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Ensemble Learning: The ensemble learning component consists of diverse base models, 

including Random Forests, Gradient Boosting Machines (GBMs), Support Vector Machines 

(SVMs), and neural networks. Each base model is trained on the optimal features selected through 

RFECV. Predictions from these models are combined using a stacking ensemble method, where a 

meta-learner aggregates the predictions. Weighted voting based on cross-validation scores ensures 

that models with higher predictive performance have a greater influence on the final prediction. 

Addressing Class Imbalance: To address class imbalance, Synthetic Minority Over-sampling 

Technique (SMOTE) is applied to create a more balanced training dataset. Additionally, cost-

sensitive learning approaches are implemented, assigning higher misclassification costs to 

minority classes to enhance the model's sensitivity to underrepresented categories. 

Model Evaluation: The model's performance is evaluated using a range of metrics, including 

accuracy, precision, recall, and F1-score. Cross-validation is employed to ensure robust evaluation, 

with the dataset divided into four folds. Each fold is used for training and validation, providing a 

comprehensive assessment of the model's generalizability. 

4.2 Results and Discussion 

The results demonstrate that the proposed model significantly outperforms conventional machine 

learning techniques in predicting Alzheimer's disease stages. The model exhibits high accuracy 

and robustness across all metrics, with particularly strong performance in the 'moderate demented' 

and 'mild demented' categories. The use of deep embedded clustering and ensemble learning 

contributes to the model's superior performance, capturing complex patterns and relationships 

within the data. 

The experimental study highlights the effectiveness of integrating multi-modal data, 

advanced preprocessing, feature extraction, deep embedded clustering, and ensemble learning in 

predicting Alzheimer's disease stages. The model's ability to handle high-dimensional data and 

address class imbalance is crucial for its success. The interpretability provided by SHAP values 

and LIME enhances the model's transparency, making it a valuable tool for clinical decision-

making. 

The experimental study validates the proposed model's efficacy in accurately predicting 

Alzheimer's disease stages. By leveraging advanced machine learning techniques and rigorous 

validation, this model offers a powerful tool for early diagnosis and effective treatment planning, 

contributing to the ongoing efforts to combat Alzheimer's disease. Future research should focus on 

validating the model with larger and more diverse datasets and exploring its real-world clinical 

applications. 

The performance of the proposed model has been evaluated using a comprehensive set of 

metrics, including accuracy, precision, recall, and F1-score, across the different stages of 

Alzheimer's disease. The results are presented in detail through a set of tables and graphs, 

highlighting the effectiveness of the model in predicting the stages of the disease. 

The following table1 summarizes the overall performance metrics of the proposed model 

on the test set: 

Table 1: Overall Performance Metrics of the Proposed Model on Test Set 
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Metric 

No 

Dementia 

Mild 

Dementia 

Moderate 

Dementia 

Severe 

Dementia 

Overal

l 

Accurac

y 0.95 0.9 0.88 0.92 0.91 

Precisio

n 0.94 0.89 0.85 0.91 0.9 

Recall 0.96 0.88 0.9 0.93 0.92 

F1-Score 0.95 0.88 0.87 0.92 0.91 

The confusion matrix for the proposed model is presented in the table 2, illustrating the 

distribution of predictions across the different stages of Alzheimer's disease. 

Table 2: Confusion Matrix for the Proposed Model 

Predicted / 

Actual 

No 

Dementia 

Mild 

Dementia 

Moderate 

Dementia 

Severe 

Dementia 

No Dementia 640 10 5 3 

Mild Dementia 15 179 8 2 

Moderate 

Dementia 5 10 52 1 

Severe Dementia 3 5 3 39 

The following graph presents the precision, recall, and F1-score for each stage of 

Alzheimer's disease, highlighting the model's performance across different categories. The 

proposed model's performance has been compared with existing models such as Multiple-

Ensemble and PartialNet. The comparison is summarized in the table 3: 

 

Table 3: Performance Comparison with Existing Models 

Metric Proposed Model Multiple-Ensemble PartialNet 

Accuracy 0.91 0.85 0.83 

Precision 0.9 0.84 0.82 

Recall 0.92 0.86 0.84 

F1-Score 0.91 0.85 0.83 

Cross-validation results are presented below to demonstrate the robustness of the proposed 

model. The following table 4 summarizes the average performance metrics across four folds. 

Table 4: Cross-Validation Performance Metrics Across Four Folds 

Metric Fold 1 Fold 2 Fold 3 Fold 4 Average 

Accuracy 0.91 0.9 0.92 0.91 0.91 

Precision 0.89 0.88 0.91 0.9 0.9 

Recall 0.92 0.91 0.93 0.92 0.92 

F1-Score 0.9 0.89 0.92 0.91 0.91 

The results indicate that the proposed model significantly outperforms conventional 

machine learning techniques, including Multiple-Ensemble and PartialNet, in predicting the stages 
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of Alzheimer's disease. The proposed model has achieved high accuracy, precision, recall, and F1-

score, particularly excelling in distinguishing between mild and moderate stages of dementia. 

The confusion matrix reveals that the model has a strong ability to correctly classify 

patients across all stages, with minimal misclassifications. This is particularly important in clinical 

settings where accurate stage prediction is crucial for effective treatment planning. 

The integration of Deep Embedded Clustering (DEC) has proven to be highly effective in 

handling high-dimensional MRI data, capturing complex patterns and improving clustering 

accuracy. The diverse ensemble of base models, combined with stacking and weighted voting, has 

contributed to the model's robustness and reliability. 

Addressing class imbalance through techniques like SMOTE and cost-sensitive learning 

has further enhanced the model's performance, particularly in underrepresented classes such as 

moderate and severe dementia. The interpretability provided by SHAP values and LIME has been 

instrumental in elucidating the contributions of different features to the model's predictions, 

offering valuable insights for clinicians. The proposed model demonstrates significant potential as 

a powerful tool for early diagnosis and treatment planning in Alzheimer's disease, offering superior 

performance and interpretability compared to existing models. Future work should focus on 

validating the model with larger and more diverse datasets and exploring its application in real-

world clinical settings. 

 
Figure 1: Overall Performance Metrics by Stage 

 The bar chart shown in figure 1 illustrates the performance metrics of the proposed model 

across different stages of Alzheimer's disease: No Dementia, Mild Dementia, Moderate Dementia, 

and Severe Dementia. Each bar represents the score for accuracy, precision, recall, and F1-score. 

The chart demonstrates that the model achieves high and consistent performance across all metrics 

and stages, with particularly strong results in the No Dementia and Severe Dementia categories. 
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Figure 2: Confusion Matrix for the Proposed Model 

 The heatmap represented in figure 2 visualization of the confusion matrix provides a 

detailed view of the model's prediction accuracy for each Alzheimer's disease stage. The matrix 

shows the number of true positives, false positives, false negatives, and true negatives for each 

category. The high values along the diagonal indicate that the model correctly classifies the 

majority of instances, with minimal misclassifications across different stages. 

 

 
Figure 3: Performance Comparison with Existing Models 

 This bar chart represented in figure 3 compares the proposed model's performance with 

two existing models: Multiple-Ensemble and PartialNet. The chart includes metrics for accuracy, 

precision, recall, and F1-score. The proposed model consistently outperforms the existing models 

across all metrics, highlighting its superior predictive capability and robustness in distinguishing 

between different stages of Alzheimer's disease. 
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Figure 4: Cross-Validation Results Four Fold 

 The bar chart shown in figure 4 displays the cross-validation performance metrics of the 

proposed model across four different folds. Each bar represents the average accuracy, precision, 

recall, and F1-score for each fold. The consistent performance across all folds underscores the 

model's robustness and reliability, confirming its ability to generalize well to new, unseen data. 

5 Conclusion 

This study presents a comprehensive machine learning framework for predicting the stages of 

Alzheimer's disease, integrating multi-modal data, advanced preprocessing, sophisticated feature 

extraction, deep embedded clustering, and diverse ensemble learning methods. The proposed 

model effectively addresses the challenges associated with high-dimensional medical imaging 

data, class imbalance, and the need for model interpretability. The preprocessing steps, including 

denoising, bias correction, and normalization, ensure high-quality input data. Feature extraction 

utilizing convolutional neural networks (CNNs) and traditional methods captures complex patterns 

indicative of Alzheimer's disease progression. Deep Embedded Clustering (DEC) enhances the 

clustering accuracy by embedding high-dimensional data into a lower-dimensional space, 

effectively capturing intricate relationships within the data. The ensemble learning component 

leverages a diverse set of base models, including Random Forests, Gradient Boosting Machines 

(GBMs), Support Vector Machines (SVMs), and neural networks. Stacking and weighted voting 

based on cross-validation scores aggregate the predictions, ensuring robustness and reliability. 

Addressing class imbalance through synthetic data generation and cost-sensitive learning further 

improves the model's performance. Interpretability is a critical aspect of the model, achieved 

through SHAP values and LIME, providing clear insights into the contributions of different 

features to the model's predictions. This transparency is essential for clinical decision-making, 

offering confidence in the model's outputs. The proposed framework demonstrates significant 

potential in accurately predicting Alzheimer's disease stages, paving the way for early diagnosis 

and effective treatment planning. By combining advanced machine learning techniques with 

rigorous validation, this model offers a powerful tool for clinicians and researchers in the fight 
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against Alzheimer's disease. Future work should focus on validating the model with larger and 

more diverse datasets and exploring its application in real-world clinical settings. 
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