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ABSTRACT:  

 
In this study, we present a systematic methodology for cyberthreat 

detection leveraging machine learning algorithms. The process begins 

with data preparation, including loading, pre-processing, normalization, 

and splitting into training and validation sets. Feature extraction is 

performed using a Variational Autoencoder (VAE), reducing the 

dimensionality of the data to 20 features. Subsequently, feature selection 

techniques such as Variance Threshold Filter, KBest with Chi2 Filter and 

KBest with Mutual Information Filter are applied to further refine the 

feature space to 15 features. For model selection and evaluation, various 

algorithms including Logistic Regression, Linear Discriminant Analysis, 

Quadratic Discriminant Analysis, K-Nearest Neighbors, Extra Trees, 

Naive Bayes, and Linear SVC are evaluated. Through initial exploration, 

K-Nearest Neighbors, Extra Trees, Naive Bayes, and Linear SVC emerge 

as potential candidates. Hyper parameter tuning is conducted for Logistic 

Regression, Naive Bayes, and Linear SVC using Randomized Search CV. 

Further evaluation entails assessing the tuned models using multiple 

evaluation metrics such as accuracy, negative log loss, and ROC AUC 

score. ROC curves and confusion matrices are plotted to gain a 

comprehensive understanding of each model's performance. Based on the 

evaluation results, Logistic Regression and Naive Bayes are selected as 

the final models. Validation of the selected models is carried out on the 

validation set, and detailed classification reports are provided. Overall, our 

approach offers a structured framework for building and evaluating 

machine learning models for cyberthreat detection. The documentation 

provided throughout the process enhances transparency and facilitates 

comprehension of each step and decision rationale 

 

Keywords: Cyber threat Detection, Machine Learning,  Variational Auto 

encoder (VAE), Feature Selection, Logistic Regression, Naive Bayes, 
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1. Introduction  

 

In the modern digital landscape, cyber threats pose significant risks to individuals, 

organizations, and nations. The increasing complexity and frequency of these threats 

necessitate advanced methods for detection and prevention. Traditional approaches to cyber 

security, often reliant on rule-based systems and manual oversight, struggle to keep pace with 

the evolving tactics of cybercriminals. As a result, there is a growing interest in leveraging 

machine learning (ML) to enhance the effectiveness and efficiency of cyberthreat detection. 

Machine learning algorithms can analyze vast amounts of data to identify patterns and 

anomalies indicative of cyberthreats. These algorithms, when properly trained and tuned, 

offer the potential for real-time detection and adaptive defense mechanisms. This study aims 

to develop a robust methodology for cyberthreat detection using a systematic approach to 

machine learning. 

 

The process begins with meticulous data preparation, including normalization and the 

division of data into training and validation sets. Feature extraction is performed using 

Variational Autoencoders (VAE) to reduce dimensionality and enhance the representation of 

the data. Following this, feature selection techniques such as the Variance Threshold Filter, 

KBest with Chi2 Filter, and KBest with Mutual Information Filter are employed to refine the 

feature space further. 

 

Several machine learning algorithms, including Logistic Regression, Linear Discriminant 

Analysis, Quadratic Discriminant Analysis, K-Nearest Neighbors, Extra Trees, Naive Bayes, 

and Linear Support Vector Classifier (SVC), are evaluated to identify the most promising 

models for cyberthreat detection. Initial explorations highlight K-Nearest Neighbors, Extra 

Trees, Naive Bayes, and Linear SVC as potential candidates. Hyperparameter tuning, 

conducted via Randomized Search CV, optimizes the performance of Logistic Regression, 

Naive Bayes, and Linear SVC models. 

 

The evaluation phase assesses the tuned models using multiple metrics such as accuracy, 

negative log loss, and ROC AUC score. Detailed analyses, including ROC curves and 

confusion matrices, provide a comprehensive understanding of model performance. Based on 

these evaluations, Logistic Regression and Naive Bayes are selected as the final models. 

Validation of these models on a separate validation set ensures their effectiveness and 

reliability in real-world scenarios. This structured methodology demonstrates the potential of 

machine learning in enhancing cyberthreat detection and provides a transparent, reproducible 

framework for future research and implementation. The comprehensive documentation of 

each step and the rationale behind key decisions further contribute to the field's knowledge 

base, offering valuable insights for practitioners and researchers alike. 

The organizational framework of this study divides the research work in the different 

sections. The Literature survey is presented in section 2. In section 3 discussed about 

proposed system methodologies. Further, in section 4 shown Results is discussed and. 

Conclusion and future work are presented by last sections 5. 

 

2. Literature Survey 

 

The field of cyberthreat intelligence has seen significant advancements, driven by the 

growing need to protect digital infrastructure from sophisticated cyberattacks. This literature 

survey delves into various aspects of cyberthreat intelligence, examining its evolution, 
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methodologies, challenges, and the role of machine learning in enhancing threat detection and 

response. 

The SolarWinds cyberattack, a significant incident linked to Russian espionage tools, 

exemplifies the complexity and severity of modern cyber threats. This breach, which 

infiltrated numerous government and private sector systems, underscores the necessity for 

advanced detection mechanisms and robust cybersecurity strategies (Source: [1]). 

Threat intelligence involves the collection, analysis, and dissemination of information 

regarding potential cyber threats. R. McMillan (Source: [2]) provides a comprehensive 

definition, highlighting the role of threat intelligence in enabling organizations to anticipate, 

identify, and mitigate cyber risks proactively. 

D. Shackleford (Source: [3]) explores how organizations utilize cyberthreat intelligence to 

enhance their cybersecurity posture. The report from the SANS Institute highlights the 

practical applications of threat intelligence and the benefits of integrating it into security 

operations. 

H. Dalziel (Source: [4]) discusses the critical components and best practices for developing 

an effective cyber threat intelligence capability. This work provides a detailed guide on 

establishing robust threat intelligence frameworks, emphasizing the importance of strategic 

planning and resource allocation. 

C. Fachkha and M. Debbabi (Source: [5]) provide a thorough survey on utilizing the Darknet 

as a source of cyber intelligence. Their study categorizes and characterizes the types of 

intelligence that can be gathered from these hidden parts of the internet, which are often rich 

in information about emerging threats and attacker behaviors. 

The work by J. Robertson et al. (Source: [6]) extends the understanding of the Darkweb as a 

source of valuable cyber intelligence. Their research focuses on methods for mining and 

analyzing data from the Darkweb to uncover actionable threat insights. 

W. Tounsi and H. Rais (Source: [7]) survey the landscape of technical threat intelligence, 

emphasizing the significance of sharing threat data among organizations to counter 

sophisticated cyber attacks. Their study highlights various techniques for collecting and 

disseminating technical threat information. 

T. D. Wagner et al. (Source: [8]) discuss the challenges and benefits of sharing cyber threat 

intelligence. Their research points to the need for collaborative efforts and standardized 

protocols to enhance the effectiveness of shared threat information. 

M. S. Abu et al. (Source: [9]) and A. Ibrahim et al. (Source: [10]) identify several challenges 

in leveraging threat intelligence, such as data quality issues, integration difficulties, and the 

dynamic nature of cyber threats. These studies stress the importance of overcoming these 

obstacles to maximize the utility of threat intelligence. 

M. R. Rahman et al. (Source: [11], [12]) explore the automation of threat intelligence 

extraction from unstructured texts. Their work involves leveraging natural language 

processing (NLP) and machine learning to streamline the process of converting raw data into 

actionable intelligence, thus keeping pace with the rapidly changing threat landscape. 

R. Brown and P. Stirparo (Source: [13]) provide comprehensive surveys on the current 

practices and future directions in cyber threat intelligence. These surveys, conducted by the 

SANS Institute, offer valuable insights into the adoption, benefits, and limitations of threat 

intelligence practices across various organizations. 

 

Dataset 

The The Aegean WiFi Intrusion/Threat Dataset (AWID2) serves as a comprehensive resource 

for evaluating intrusion detection systems and machine learning algorithms within the context 

of WiFi network security. Collected from WiFi networks within controlled environments, 

AWID2 captures a diverse array of network traffic encompassing various WiFi-related 
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intrusions and threats. These may include rogue access point detection, deauthentication 

attacks, authentication bypass attempts, and other malicious activities targeting WiFi 

networks. The dataset comprises features such as source and destination MAC addresses, IP 

addresses, WiFi signal strength (RSSI), packet types, and payload contents from WiFi frames. 

Prior to analysis, preprocessing steps are necessary, involving data cleaning, feature 

engineering, normalization, and handling of class imbalance. By splitting the dataset into 

training, validation, and testing sets, researchers and practitioners can train and evaluate 

machine learning models effectively to detect and mitigate WiFi network intrusions and 

threats, ultimately contributing to the enhancement of WiFi network security measures. 

 

Data Visualization 

 
 

Correlation 
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Skew 

 

 
 

The volume of features creates difficulty in meaningful visualisation. Two step approach next: 

1. Use SelectKBest and chi2 to select top 10 attributes for review. 

2. Split the data into the four categories based on the prefix of the feature names: -frame -

radiotap -wlan -wlan_mgmt 

 

Selecting  10 Attributes 

 

 

 
Fig. 1. Showing atrributes 
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Fig. 2. Showing Correlation 

 

This figure 1 illustrates the distribution of defects within the dataset. The number of 

occurrences for both true (defective) and false (non-defective) instances is displayed. The 

histogram depicts the frequency of defects, providing insight into the imbalance between 

defective and non-defective software artifacts. 

 

3. Proposed Method 
 

The proposed method for cyberthreat detection leverages the Aegean WiFi Intrusion/Threat 

Dataset (AWID2) and advanced machine learning techniques to develop an effective intrusion 

detection system. The process begins with extensive data preparation, including cleaning, 

normalization, and imputation, followed by splitting the dataset into training, validation, and 

testing sets. A Variational Autoencoder (VAE) is then employed to extract essential features, 

reducing the data to 20 significant features. This is followed by feature selection using 

Variance Threshold Filter, KBest with Chi-Squared Filter, and KBest with Mutual Information 

Filter, narrowing the dataset to the 15 most informative features. Various machine learning 

algorithms are evaluated, with K-Nearest Neighbors, Extra Trees, Naive Bayes, and Linear 

SVC identified as strong candidates. Hyperparameter tuning using RandomizedSearchCV 

further refines Logistic Regression, Naive Bayes, and Linear SVC models. The models are 

evaluated on metrics such as accuracy, negative log loss, and ROC AUC score, with ROC 

curves and confusion matrices providing detailed insights. Logistic Regression and Naive 

Bayes are selected as the final models, validated on the testing set, and shown to offer reliable 

performance for real-world cyberthreat detection in WiFi networks. 

 

A. System Architecture 

 

 
Fig. 3. System Architecture 
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The proposed method for cyberthreat detection based on the Aegean WiFi Intrusion/Threat 

Dataset (AWID2) involves several stages. Each stage is critical in developing a robust and 

effective intrusion detection system (IDS) using machine learning techniques. Below is a 

detailed explanation of each stage represented in the block diagram. 

 

1) Data Collection and Preprocessing 

Data Collection: WiFi network traffic data is collected from various sources within a 

controlled environment where different types of attacks are simulated. 

 Data Cleaning: The raw data is cleaned by removing duplicates, irrelevant information, 

and outliers to ensure the dataset's quality. 

 Normalization: Numerical features are scaled to a common range, typically between 0 

and 1, to prevent features with larger magnitudes from dominating the model training 

process. 

 Imputation: Missing values in the dataset are handled using imputation techniques to 

ensure no loss of important information. 

 

2. Feature Extraction 

 Variational Autoencoder (VAE): A VAE is used for feature extraction, reducing the 

dimensionality of the dataset to 20 significant features. This step helps in capturing the 

essential characteristics of the data while removing noise and redundancy. 

 

3. Feature Selection 

 Variance Threshold Filter: Features with low variance are removed as they are unlikely to 

contribute significantly to the model's predictive power. 

 KBest with Chi-Squared (Chi2) Filter: This method selects features based on their 

statistical significance with respect to the target variable. 

 KBest with Mutual Information Filter: This filter selects features that capture the most 

relevant information about the target variable. 

 Final Feature Set: After applying these three techniques, the feature set is reduced to the 15 

most informative features. 

 

4. Model Selection and Evaluation 

 Initial Model Training: Various machine learning algorithms are trained on the 

preprocessed and reduced dataset. These algorithms include Logistic Regression, Linear 

Discriminant Analysis (LDA), Quadratic Discriminant Analysis (QDA), K-Nearest 

Neighbors (KNN), Extra Trees, Naive Bayes, and Linear Support Vector Classifier (SVC). 

 Model Evaluation: The performance of these models is evaluated using metrics such as 

accuracy, negative log loss, and ROC AUC score. 

 Identify Best Candidates: Based on the initial evaluations, KNN, Extra Trees, Naive 

Bayes, and Linear SVC are identified as strong candidates for further tuning. 

 

5. Hyperparameter Tuning 

 RandomizedSearchCV: Hyperparameter tuning is performed using 

RandomizedSearchCV to optimize the parameters of Logistic Regression, Naive Bayes, 

and Linear SVC models, aiming to improve their performance. 
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6. Further Evaluation 

 Performance Metrics: The tuned models are re-evaluated using accuracy, negative log 

loss, and ROC AUC score. 

 Visualization: ROC curves and confusion matrices are plotted to provide a 

comprehensive understanding of each model's performance, highlighting their ability to 

distinguish between normal and malicious traffic. 

 

7. Final Model Selection 

 Select Final Models: Logistic Regression and Naive Bayes are selected as the final 

models based on their overall performance in the evaluations. 

 

8. Validation 

 Model Validation: The final models are validated on the testing set to ensure their 

effectiveness and reliability in real-world scenarios. 

 Classification Reports: Detailed classification reports are generated to summarize the 

performance metrics, providing insights into precision, recall, F1-score, and overall 

accuracy. 

 

4. Methodology 
 

The proposed methodology for cyberthreat detection using the Aegean WiFi Intrusion/Threat 

Dataset (AWID2) involves a structured and systematic approach encompassing several key 

stages. Initially, the data undergoes extensive preparation, including cleaning to remove 

duplicates and irrelevant information, normalization to scale numerical features, and 

imputation to handle missing values, followed by splitting into training, validation, and testing 

sets. Feature extraction is then performed using a Variational Autoencoder (VAE) to reduce 

the dimensionality to 20 significant features. Subsequently, a rigorous feature selection 

process is applied using Variance Threshold Filter, KBest with Chi-Squared Filter, and KBest 

with Mutual Information Filter, reducing the feature set to the 15 most informative features. 

Various machine learning algorithms, including Logistic Regression, Linear Discriminant 

Analysis, Quadratic Discriminant Analysis, K-Nearest Neighbors, Extra Trees, Naive Bayes, 

and Linear SVC, are evaluated based on metrics such as accuracy, negative log loss, and ROC 

AUC score. The best-performing models—K-Nearest Neighbors, Extra Trees, Naive Bayes, 

and Linear SVC—are identified for further tuning using RandomizedSearchCV. After 

hyperparameter tuning, the models are re-evaluated, and detailed performance metrics, 

including ROC curves and confusion matrices, are analyzed. Finally, Logistic Regression and 

Naive Bayes are selected as the final models, validated on the testing set, and detailed 

classification reports are generated. This comprehensive methodology ensures the 

development of a robust and effective intrusion detection system tailored to the unique 

challenges of WiFi network security 

 

B. Implementation 

1)  Data Preparation: 

 Load Dataset: Load AWID2 dataset and clean it by removing duplicates and handling 

missing values. 

 Normalize Data: Use StandardScaler to normalize the features. 

 Split Data: Split the data into training, validation, and testing sets. 

 

2) Feature Extraction: 
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Variational Autoencoder (VAE): Implement a VAE to reduce dimensionality to 20 

features. 

 

3) Feature Selection: 

 Variance Threshold: Apply Variance Threshold Filter to select relevant features. 

 KBest Filters: Use KBest with Chi-Squared and Mutual Information filters to further 

reduce features to 15. 

 

4) Model Training: 

 Train Models: Train various models (Logistic Regression, LDA, QDA, KNN, Extra Trees, 

Naive Bayes, Linear SVC) on the training data. 

 Evaluate Models: Evaluate models using accuracy, log loss, and ROC AUC score. 

 

5) Hyperparameter Tuning: 

 RandomizedSearchCV: Tune hyperparameters for Logistic Regression, Naive Bayes, and 

Linear SVC. 

 

6) Model Evaluation: 

 Evaluate Tuned Models: Use validation set to evaluate the tuned models and plot ROC 

curves and confusion matrices. 

 

7) Final Model Selection: 

 Select Best Models: Select Logistic Regression and Naive Bayes as the final models based 

on evaluation metrics. 

 

8) Model Validation: 

 Validate Models: Validate the selected models on the testing set and generate detailed 

classification reports. 

 

C. Flow chart 

 
Fig. 4. Implmentation Flow Diagram 
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D. Performance Metrics 

Performance measures are used to evaluate the network performance of the proposed model. 

This work uses accuracy, precision, recall and f1-score as performance measure, which are 

formulated.   

 

a) Accuracy: 

Measures the overall correctness of recognized signs or gestures compared to the ground truth. 

 

                (1) 

 

b) Precision: 

Precision signifies the proportion of correctly recognized signs among all recognized signs. 

 

                        (2) 

Where  

TP=True Positives 

FP= False Positives 

 

c) Recall: 

Recall measures the proportion of correctly recognized signs among all actual signs 

 

                                    (3) 

 

Where  

TP=True Positives 

FP= False Positives 

FN=False Negatives 

 

d) F1-Score: 

Harmonic mean of precision and recall, providing a balanced measure of a model's 

performance 

         (4) 

 

5. Results and Discussion 

 

The comparison tables offer a detailed insight into the performance of various machines 

learning models dataset.   

 

E. Logistic RegressionMachine Learning Algorithm 

The simulation results are critical for understanding the effectiveness of Logistic Regression 

in identifying cyber threats. Below is an explanation of the key findings, as depicted in the 

AUC graph and the confusion matrix. 

The AUC (Area Under the Curve) graph is a performance measurement tool for binary 

classification models. It plots the True Positive Rate (TPR) against the False Positive Rate 

(FPR) at various threshold settings. The AUC value quantifies the overall ability of the model 
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to discriminate between the positive class (cyberthreat) and the negative class (non-

cyberthreat). 

AUC Value is 0.997 is very close to 1, indicating that the Logistic Regression model has 

excellent discrimination capability. An AUC of 0.997 suggests that the model can correctly 

distinguish between cyber threats and non-threats with a very high degree of accuracy. 

 

 
 

Fig. 5. AUC Graph for using logistic Regression 

 

The confusion matrix provides a detailed breakdown of the model's performance in term s of 

the number of true and false predictions for both the positive and negative classes. 

The high number of true positives (9488) and true negatives (9464) indicates that the model 

is highly effective at correctly identifying both cyberthreats and non-threats. The relatively 

low number of false positives (274) and false negatives (183) suggests that the model has a 

low error rate in its predictions, minimizing the risk of false alarms and missed threats. The 

model achieves an overall accuracy of approximately 97.64%, derived from the total number 

of correct predictions (TP + TN) divided by the total number of predictions. This high 

accuracy indicates that the model is reliable and robust in a real-world cyberthreat detection 

scenario. 

 

 
 

Fig. 6. Confusion Matrix  

 

 
Fig. 7. Hyper Tunning Parameters 
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F. Naïve bayes Machine Learning algorithm 

AUC Value 0.997 is very close to 1, indicating that the Naive Bayes model has an excellent 

ability to distinguish between cyber threats and non-threats. An AUC of 0.997 suggests that 

the model can accurately differentiate between the two classes with a very high degree of 

precision 

 

 
 

Fig. 8. AUC Graph 

 

The high number of true positives (9439) and true negatives (9561) indicates that the Naive 

Bayes model is highly effective at correctly identifying both cyberthreats and non-threats. 

The relatively low number of false positives (232) and false negatives (177) suggests that the 

model has a low error rate in its predictions, minimizing the risk of false alarms and missed 

threats. 

 

 
Fig. 9. Confusion Matrix 

 

 
Fig. 10. Classification report 

 

G. LSVC Machine Learning Algorithm 

The confusion matrix provides a comprehensive breakdown of the LSVC model's 

predictions, distinguishing between true positives, true negatives, false positives, and false 

negatives.  
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The high number of true positives (9439) and true negatives (9561) indicates that the LSVC 

algorithm is highly effective at correctly identifying both cyberthreats and non-threats. The 

relatively low number of false positives (232) and false negatives (177) suggests that the 

algorithm has a low error rate in its predictions, minimizing the risk of false alarms and 

missed threats. 

 

 
Fig. 11. Confusion Matrix 

 

 
 

Fig. 12. Implmentation Flow Diagram  

 

H. Comparision Table  

Comparison of Performance Metrics with Different Models  

S.N Model/Parameter Accuracy Precession Recall F1-Score 

1 Logistic Regression 0.98 0.97 0.98 0.98 

2 Naïve Bayes 0.98 0.98 0.98 0.98 

3 LSVC 0.98 0.98 0.98 0.98 

 

I. Performance Comparision with different Machine Learning Models 
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1) Accuracy: 

Accuracy measures the proportion of correct predictions (both true positives and true 

negatives) out of the total number of predictions. All three models achieved an accuracy of 

0.98, indicating they correctly classified 98% of the instances. 

 

2) Precision: 

Precision is the ratio of true positive predictions to the total number of positive predictions 

(true positives + false positives). A high precision indicates a low false positive rate. Logistic 

Regression has a slightly lower precision (0.97) compared to Naïve Bayes and LSVC (both 

0.98), suggesting Logistic Regression has a marginally higher rate of false positives. 

 

3) Recall: 

Recall is the ratio of true positive predictions to the total number of actual positives (true 

positives + false negatives). A high recall indicates a low false negative rate. All models 

achieved a recall of 0.98, meaning they effectively identified 98% of the actual positives. 

 

4) F1-Score: 

The F1-Score is the harmonic mean of precision and recall, providing a balanced measure of a 

model's performance. An F1-Score close to 1 indicates excellent performance. All three 

models have an F1-Score of 0.98, reflecting their high overall effectiveness in both precision 

and recall. 

 

6. Conclusion 
 

The comparative analysis of the machine learning models Logistic Regression, Naïve Bayes, 

and Linear Support Vector Classification (LSVC) demonstrates their efficacy in the context of 

cyberthreat detection. Each model achieves high performance across the key metrics of 

Accuracy, Precision, Recall, and F1-Score, all scoring approximately 0.98. These results 

indicate that the systematic framework employed is highly effective in identifying cyberthreats 

with minimal error rates. Logistic Regression showed slightly lower precision compared to the 

other models, suggesting a marginally higher rate of false positives, but still maintains high 

overall performance. Naïve Bayes and LSVC exhibited almost identical and outstanding 

performance metrics, highlighting their robustness and reliability in this application. The 

findings confirm that machine learning models can significantly enhance the accuracy and 

efficiency of cyberthreat detection systems. These models, when integrated into a 

comprehensive cybersecurity framework, can help organizations proactively identify and 

mitigate potential threats, thus strengthening their security posture. 

 

Future Scope  

Combining multiple machine learning models into an ensemble approach could enhance 

prediction accuracy and robustness. Techniques such as stacking, boosting, or bagging might 

be explored to create a hybrid model that leverages the strengths of individual models. 
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