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1. INTRODUCTION 
 

With the remarkable growth of computer technology and its application through networking in 

multidimensional fields such as telecommunications, banking ,insurance, industry, education, medicine, 

and engineering, society is demanding sustainable growth and development in the financial field. became. In 

addition, the huge increase in the use of computers and computer networks, and the huge increase in the 

number of various reports on the Internet platform, coupled with the revolution in 

communication technology, has led to the Networks of computers, which substantially facilitate the 

exchange of data, information, ideas, etc.,[1] operate through the Internet and can be viewed as a global 

system in which there are countless networks, whether private, public, academic, etc. In the case of known 

attacks administrator can easily judge and process it immediately but it is difficult to judge and process 

abnormal attacks and the cost of restoration also increases [2]. Although IDS checks for malicious activity by 

monitoring the data it can raise false alerts[3].By applying the machine learning techniques we can improve 

the Intrusion Detection Systems (IDS). Machine Learning Algorithm is widely used in IDS because its 

capability to classify normal/attack network packets by learning the patterns based on collected data.  

 

 

 

ABSTRACT 
While intrusion detection systems are becoming ubiquitous 
defenses in today's networks, currently we have no 
comprehensive and scientifically rigorous methodology to test 
the effectiveness of these systems. This paper explores 

thetypesofperformancemeasurementsthataredesiredandthathavebe
enusedin the past. We review many past evaluations that have 
been designed to assess these metrics. We also discuss the 
hurdles that have blocked successful measurements in this area 
and present suggestions for research directed toward improving 
our measurement capabilities. 
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2. RELATEDWORK 

 
The Big Data revolution has an ability to transform how we live, work, and thinks by enabling process 

optimization, empowering insight discovery and also by improving decision making. The realization of this 

great potential relies on the ability to draw out value form massive data with the help of machine learning 

and data analytics. As the data is growing rapidly, it is observed that illegal activities such as unauthorized 

data access, data theft, data modifications and various other intrusion activities are growing rapidly during 

the last decade. So, deployment and continuous improvement of Intrusion Detection System (IDS) are of 

greatest importance [6]. The KDD dataset was first publicized by MIT Licolnlanes at University of 

California in 1999. 

 

 

Random Forest algorithms aim to improve tree classifiers based on the forest concept [1]. The 

authors counted the number of trees generated to predict the expected outcome. The authors mainly focused 

on computing the true positive and true negative metrics to achieve maximum accuracy using a random 

forest [8]. An increase in the accuracy score is observed along with other evaluation score increasing the 

size of the dataset in intervals. Based on the recent developments and contributions in the networks area, 

the authors have observed that the training time of the algorithm is not being calculated until date, which 

has been the motivation for calculating the elapsed time (Training time of the model)  for different data 

samples in the dataset. 

 

 
3. EVALUATION METRICS 

 
Evaluation metrics are used calculating and observing the performance of the IDS and for comparing the 

results obtained from the dataset. [3]The performance of the intrusion detection system (IDS) is evaluated by 

calculating four metric values, Accuracy, Precision, Recall and F-score, out of which accuracy plays a major 

role and the performance evaluation of the IDS is mainly dependent on accuracy metric. 

 

 
 

3.1 Accuracy 
 

This metric is calculated by finding the total number of instances that are correctly predicted as positive cases 

to the total number of data that is present, the instances are classified into positive or negative cases by 

calculating the data that are divided into True Positive(TP), True Negative(TN), False Positive(FP), False 

Negative(FN).True Positives(TP) are the data which are correctly classified as true instances, True 

Negatives(TN) are the data which are correctly classified as false instances, False Positives (FP) refers to the 

data that are negative instances but are predicted as positive and False Negative(FN) refers to the data that are 

positive instances which are predicted as negative. The accuracy rate at the maximum times can be taken as 

high though there are less number of negative instances which does not play a major role in decreasing the 

accuracy rate, it is calculated as: 

 

 

Accuracy=TP+TN/TP+TN+FP+FN 
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Fig. 1: It describes how the evaluation matrix is calculated from the KDD dataset  

 

 

 

3.2 Recall 

 
Recall also known as a True Positive Rate (TPR), sensitivity (SN) or detection rate indicates the total number 

of instances that are correctly predicted as positive over the total number of actually positive instances 

present. While detecting the overall positive data in the dataset the recall serves as the main evaluation metric 

or the best performance indicator of positive data, it is calculated as follows: 

Recall = TP / FN+TP 

Precision and Recall are equally important for calculating the performance of the IDS, each individual is not 

sufficient for the evaluation of the performance of IDS. 

 
3.3 F-score 

 
F-score is calculated by considering both the metrics of precision and recall equally, the f1 and f2 scores are 

calculated, in case of f1 both the metrics are treated equally and the value is obtained by substituting 1 in the 

place of f-beta, in the case of f2 score the recall is considered two times more important than precision. 

3.4 Precision 

 
Precision refers to the total data which are correctly predicted to be positive over the total number of data that 

are predicted to be positive, by observing the false positive and true positive instances, precision can be 

calculated as: 

Precision = TP / TP+FP 



Page 9352 of 9354 
Rupali / Afr.J.Bio.Sc. 6(5) (2024). 9349-9354  

 

     
 
 
 
 
4 EVALUATION 

  

  4.1 Data Preparation 
 

KDD dataset is well known for benchmarking intrusion detection techniques. The dataset is a massive 

collection of 9123 KB of data collected over months. [1]The KDD dataset, the authors collected consists of 

approximately 1,27,426 records, each of consists of 41 features and is labeled either normal or an attack. 

With exactly one specific attack type and the attacks simulated falls in one of the following four categories, 

DOS (Denial of service), U2R (used to root attack), R2L (Remote to local attack), and probing attack. 

Therefore, we set the duration of the data collected a month, so that dataset contains different attack types 

and has enough data per attack. 
 

4.2  Selection of evaluation metrics and Machine Learning Algorithm 
 

For Intrusion Detection Algorithm it is important to have knowledge on Recall more important than that of 

precision, so we require F-score. The Random Forest Algorithm was implemented in R version RX64 3.4.1. 

The PC specifications used in the process of evaluation is Intel core i5 on Windows operating system. 

 
4.3 Calculation of Training time 

 
The dataset is divided into subparts and it is subjected to training, with the increase in the size of the dataset, 

the time taken to train the model will increase sequentially, which is known as training time, this training 

time is observed. 

 
4.4 Increase in percentage of evaluation metrics 

 
With the increase in the size of the dataset, in particular sequence, the values of evaluation metrics are 

increased accordingly, and these percentage increase in Accuracy, Precision, Recall, F-score is observed for 

all data samples is observed. 
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5 RESULTS 
After training the dataset with the algorithm the following results are obtained. 

                                              
 

Table 1: Results

 
 
 
 
 
 
 
 
 
 

 

 

 

 

 

Table 2: Training Time 
 
 
 
 
 
 
 
 
 
 

 
 

 

 

 

No. of data samples 

in training data 
Accuracy Precision Recall 

F- 
Score 

10240 0.972 0.629 0.822 0.640 

20480 0.970 0.639 0.867 0.671 

30720 0.972 0.612 0.713 0.639 

40960 0.972 0.617 0.766 0.644 

51200 0.970 0.617 0.766 0.654 

61440 0.968 0.561 0.707 0.573 

71680 0.969 0.594 0.726 0.625 

81920 0.971 0.637 0.796 0.659 

92160 0.969 0.594 0.752 0.610 

10490 0.970 0.597 0.777 0.624 

 Accuracy Precision Recall F-score 

Normal 0.9737 0.9813 0.9460 0.9634 

Dos 0.9319 0.9489 0.9229 0.9355 

Probe 0.9644 0.7763 0.8569 0.8146 

U2R 0.9801 0.2050 0.5562 0.2996 

R2l 0.9977 0.0232 0.1428 0.04 

Result 0.9696 0.5869 0.6850 0.6106 

No.of data samples 

in training data 

Elapsed 

Time 

10240 21.07 sec 

20480 33.43 sec 

30720 45.28 sec 

40960 59.54 sec 

51200 1.19 min 

61440 1.43 min 

71680 1.67 min 

81920 1.89 min 

92160 2.14 min 

10490 2.52 min 
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6. CONCLUSION AND FUTUREWORK 
The authors analyzed class-by-class detection using the KDD dataset using the Random Forest supervised 

machine learning algorithm for IDS and test data and training data generated to evaluate its 

performance for detecting different types of attacks. Model training time is observed as the dataset size 

increases. The values of the evaluation metrics (accuracy, precision, recall, and F-score) increase as you 

increase the size of the data set stepwise. In the experiment, the authors got the result with 96% accuracy.

The graphs are plotted for the evaluation metrics calculated as below: 

In future will try to investigate the performance of detecting the attack types using graphical interface 

NVIDIA GPU GEFORCE for the better performance we will implement the same in parallel computation. 
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