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Graphical abstract 

Abstract 
Large Databases with multi-dimensions have large amounts of noise and 

sometimes only a small portion of it accounts for the clustering. Text 

Clustering involves stages of pre-processes since text data are semi-

structured and unstructured. The method for transforming the text 

into another numerical form is referred to as text vectorization. TF-IDF 

and Word2Vec have widely used vectorization methods. This paper 

proposes a distance-based Text clustering algorithm, Haphazardly 

Dense Clustering with more Noise (HDCN) for the noisy and unknown 

dataset. Two datasets with two distinct vectorization approaches are 

used to test the algorithm. The same is compared with available state of 

art methods like K-Means, Hierarchical, and DBSCAN clustering. The 

DBSCAN algorithm detects 30.5 % of noise on average, but the HDCN 

algorithm detects 96.675 % of noise. 

 

• Method that is effective in clustering sentences that contain a 

greater quantity of noise 

• Organizing sentences can aid in summarizing, categorizing, 

and analyzing sentiment in natural language processing tasks. 

• The method helps categorize data that can be expressed using 

mathematical symbols and has a higher level of distortion. 
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Specifications table 

 

Subject area Computer Science 

More specific subject area Natural Language Processing, Clustering 

Name of your method 

 

Haphazardly Dense Clustering with more Noise (HDCN) 

 
 

Name and reference of original 

method 
Not Applicable 

Resource availability  Not Applicable 

 

Method details  
1.0 Introduction 

 

The clustering problem is described as the quest for a homogeneous dataset in heterogeneous data sets. Clustering is a concept 

that can be applied to a variety of Text mining tasks like browsing and organizing documents, summarization of the corpus, 

classification of documents, document management, and indexing. Text data is unstructured and chaotic. As a result, considerable 

pre-processing is required before it can be used in any method that requires organized and well-defined fixed-length inputs (Ex: 

Machine Learning algorithm). The method for transforming the text into another numerical form is referred to as text vectorization. 

Count Vectorizer, Binary Term Frequency, Term Frequency Inverse Document Frequency (TF-IDF), and Word2Vec are some of 

the text vectorization methods. 
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There are a number of different ways for determining how similar two phrases are. [1]. Each has its own unique range of applications, 

and the best similarity measure to choose is determined by the kind of data set and the information that must be retrieved from it. 

The two categories of text similarity algorithms are character-based algorithms and term-based algorithms. Longest Common 

Substring (LCS), Damerau-Levenshtein [2][3], Jaro [4] [5], Jaro Winkler [6], Needleman-Wunsch, Smith-Waterman [7], N-gram 

[8] are some of the character-based similarity methods most popularly used. The term-based similarity method is used to cluster 

sentences. Some term-based similarity measurements include Jaccard similarity, Euclidean distance, Dice's coefficient similarity, 

Cosine similarity, and Manhattan distance similarity. 

 

A data point or value that stands out from the rest of the data in a dataset is known as a "noise" in most clustering algorithms, 

one or two noise points are considered while clustering. However, there may be more noise data points to 

consider throughout the clustering process. [9]. Clustering and trend identification in very big datasets is challenging due to the 

enormous quantity of noise in the databases and the fact that only a tiny fraction of the large databases are 

used for clustering [10]. 

 

This paper examines the applicability of several clustering [11] methods as well as their limitations [12]. It presented a novel 

Text clustering technique called Haphazardly Dense Clustering with More Noise (HDCN) for datasets with many noise elements 

and when the quantity of clusters is unknown. [13] This clustering algorithm can be used to find clusters of similar words from a 

corpus of utterances, identify similarly behaving clients, detection of identical sentences in plagiarism software, and assignment 

duplicate detection. 

 

The rest of this paper is presented as follows:  The review of clustering methods is presented in Section 2. Section 3 explains 

the proposed sentence clustering framework with the HDCN algorithm. In Section 4, a brief description of the dataset used in the 

experiment is provided. The performance of the HDCN algorithm and competing approaches are tabulated and examined in Section 

5. The paper is concluded in Section 6. 

 

2.0 Related Work 

Clustering is an example of an unlabelled data problem because there is no predetermined category to which the data should be 

assigned. Text clustering may be done in a variety of ways, according to different scholars. For text clustering, some people utilize 

frequent item sets.[14]. Some use semi-supervised clustering methods.[15] No clustering algorithm outperforms all data sets. It is 

the responsibility of the researcher to choose the right clustering algorithm for the application they are analysing. Though clustering 

is a very old scientific problem. It started with the classification of Species[51]. It still has a very large research space and there are 

many unsolved problems. Because no single algorithm is suitable for every data set, even a single approach applied to the same 

dataset will not produce the desired results for a different type of research.[16]  

 

The following key properties must be incorporated into any clustering algorithm:  

 

• The Data points inside similar clusters should be like one another. 

• As many diverse data points as possible should be included in each distinct cluster. 

 

KMeans Algorithm [17] gives the best result when the given data set is distinct, well separated and normally distributed. 

Kmeans requires the number of clusters before starting the cluster [18], it is a very tricky problem, and several researchers proposed 

various methods [19] to identify the count of clusters scientifically.[20] By rule of thumb, the Elbow method (the point of inflexion 

on the curve) [21] [22], the Information Criterion Approach [23], the Information-Theoretic Approach [24], and Cross-validation 

[25] are some of the methods proposed by several researchers. It is unable to handle noisy data [26] [27] and outliers [28] [29][30]. 

 

The count of clusters is not needed for the hierarchical clustering process. It requires either a certain count of clusters to be 

generated or a certain radius threshold value to be utilised in cluster formation. Later using a dendogram [31] a meaningful number 

of clusters can be taken. However, determining the count of clusters using a dendogram might be tricky at times. It is sensitive to 

noise [32] and outliers [33]. There are two sorts of hierarchical clustering techniques: 1) AGNES (Agglomerative Hierarchical 

Clustering Algorithm) and DIANA (Divisive Hierarchical Clustering Algorithm). Agglomerative clustering is good at identifying 

small clusters. This method's fundamental tenet is that it treats every single value as a separate cluster and combines the cluster's 

closest pairings at each stage. Each cycle results in a cluster integrating with another cluster eventually only one is left. Large clusters 

can be identified using divisive clustering. This method's key idea is to regard every input value as belonging to the same cluster 

and to segregate them from groups that are not comparable in each subsequent iteration. N clusters remain at the conclusion. 

 

DBSCAN stands for density-based spatial clustering with noise for programmes. Finding high-density areas that are divided from 

each other with low-density areas is the main goal of the DBSCAN algorithm. It does not require a lot of domain expertise, can find 

clusters of any structure, and works well for a big database (i.e., greater than several thousand). Two stages are required to determine 

the density of a region: Step 1: Number of points inside a circle with a radius of Eps (E) from point P. Step 2: Find the circle with 

the fewest number of points for each point in the cluster. What DBSCAN cannot do: 1. DBSCAN does not work well if the dataset 

has data points that are grouped in different ways. 2. Establishing (the distance parameter) and min pts can be hard, and you may 

need to test various values of e and min pts several times. 

 

 

 

 



U.Vageeswari  /Afr.J.Bio.Sc. 6(6) (2024) 5561-5576                                                      Page 5564 of 14 
 

 

According to the literature and study papers, when the number of clusters 

is known only, KMEANS offers superior results; If the data is hierarchical, agglomerative, or divisive is selected; for big and evenly 

distributed clusters of data, DBSCAN is the answer. This paper proposes a clustering algorithm for a dataset that is haphazardly 

dense with more noise and the number of clusters is unknown.  

 

 

3.0 Proposed Sentence Clustering Framework 

 

A framework for grouping sentences using Haphazardly Dense Clustering with more Noise is presented in this paper (HDCN). The 

flow of the sentence clustering process is depicted in Figure (2). The corpus of sentences is a collection 

of all sentences. All sentences have been pre-processed. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig 2: Proposed Sentence clustering Framework 

 

3.1 Pre-process: 

 

Pre-processing includes getting rid of stop words, lemmatizing, stemming, and changing all the letters to lowercase. Stop 

words are frequently employed in Text Mining and Natural Language Processing (NLP) to filter out terms that are so common that 

they do not tell us much. Stemming is the process of breaking a word down into its stable root word (Ex: Flying into Fly). The 

process of lemmatization is to identify the source word. (Example: Worst to Bad). 

 

3.2. Vectorization: 

 

There are various vectorization methods for text. In Binary Term Frequency 1 indicates the term is extant and indicates the 

term is not extant in a document, In Bag of Words (Bow) the rate of recurrence of terms in a document is captured. Count Vectorizer: 

[34] [35] A count vectorizer converts a string array into a frequency representation. Count vectors can help to determine what type 

of text it is by looking at the frequency of terms in a text .It examines words that show up a lot in a dataset as the most statistically 

important. One of its major weaknesses is that it does not consider connections among phrases, like linguistic similarities. 

Term Frequency Inverse Document Frequency (TF-IDF): [36] [37] This is depending on the number of times a word 

appears in the corpus. It also gives a number that shows how important a phrase is for the descriptive statistic. TFIDF is better than 

Count Vectorizers because it not only looks at how often a word appears in the corpus but also how important it is. Then, we might 

Fig 1: Dataset 

Preprocess 

Vectorization 

Calculate Similarity Group Similar Sentences 

Identify Noise Create Cluster ID array 

Evaluate Clusters 

Sentence Corpus 
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get rid of the phrases that are not as important for analysis. This would reduce the number of inputs to the model and make it simpler 

to build.  The formula to calculate TF-IDF is shown in equation (1). 

 

Word Frequency is a statistic that quantifies the frequency with which a term appears in a text, as demonstrated by the 

equation: (2). Because the length of each document is different, a phrase may show up a lot more often in textual information than 

in short ones. In most cases, the data is normalized by dividing the number of times a word is used by the total number of words in 

the text. The equation for the Inverse Document Frequency (IDF) shows how it can be used to figure out how important a word is 

(3). While estimating TF, each word is assigned the same amount of importance. Certain words may appear often yet have little 

meaning. IDF is used to scale down the basic words while scaling up the uncommon ones. TFIDF is based on the theory that terms 

that are simultaneously quite prevalent and too rare in a collection of documents are not statically important for finding a pattern. 

The Logarithmic factor in TFIDF penalises terms in the corpus that are too common or unusual by assigning them low TFIDF 

scores.  

 

                

TF − IDF =  TermFrequency (TF)  ∗  InverseDocumentFrequency (IDF)                                                  …(1) 

                                                                     𝑡𝑓(𝑡, 𝑑) =
𝑓𝑡,𝑑

∑ 𝑓𝑡′,𝑑𝑡′∈𝑑
                                                                         ...(2) 

 

                                                               𝑑𝑓(𝑡, 𝐷) = log
𝑁

|𝑑𝜀𝐷∶𝑡𝜀𝑑|
                                                                        …(3) 

 

Where t stands for the term, d for the document (group of words), N for the number of terms in the collection of documents, and f 

t,d for the number of times term t appears in document d. 

 

A technique called Word2Vec changes words into vectors [38]. Word2Vec begins with a single portrayal of all the words 

in the collection of documents and uses a large set of documents of datasets to train a Neural Network (NN) including one hidden 

layer. Most of the time, there are two ways to train the NN: Continuous Bag of Words (CBOW): Predict the vector representation 

of the centre/target word by looking at a window of words from the context. Skip-Gram (SG): Use the centre/target word to guess 

how a window of word embeddings will be represented as a vector. The vectorization method is selected based on the application's 

requirements. The vectorization algorithms TF-IDF and Word2Vec are regularly utilized. To evaluate the proposed algorithm's 

performance. Our framework uses the TF-IDF and Word2vec vectorization algorithms. Both of these vectorization methods are 

used to test the clustering algorithm's performance. After clean sentences have been vectorized, the clustering step begins. 

 

3.3 Clustering: 

 

Text similarity can be evaluated in several ways. In Dice's coefficient [42], Dice (Sa, Sb) stands for the number of similar 

phrases or the amount of tokens that are the same in the strings Sa and Sb. 

 

The Jaccard similarity [43] is calculated by deducting the amount of the intersection of these two sets from the amount of 

the union of those sets. When the text is quite long, Jaccard will solve the similarity through the set; the similarity will be smaller. 

As a result, when Jaccard is used to calculate similarity, it is typically first normalised. Words in English can be reduced to the same 

root, but words in Chinese can be reduced to synonyms. 

 

In Cosine similarity [39] [40] [41] In lieu of computing the angles and distances, the cosine distance is transformed into a 

vector space angle problem relating to the two points. The similarity is calculated using the cosine of the angle formed by two 

vectors. Due to the large size of the text, the cosine distance is a superior method for determining similarity, even if the Euclidean 

distance between two equivalent documents is great. This can also be used to assess the relevancy of a document's point of view. 

Cosine similarity uses the angle between data points, the lesser the angle more similar the data points are, shown in Eqn (4). 

 

                                                                             𝑐𝑜𝑠𝜃 =
(𝑎⃗ ).(𝑏⃗ )

|𝑎⃗ ||(𝑏⃗ )|
                                                                               …(4) 

Where (𝑎 ). (𝑏⃗ ) = ∑ 𝑎1𝑏1 + 𝑎2𝑏2 + ⋯…… .+𝑎𝑛𝑏𝑛
𝑛
1  

 

The optimum similarity method for our framework must be selected from among the many similarity methods. To discover this, 

similarity checks on a set of sentences is performed, with each set containing a set of similar sentences 

belonging to the same cluster. A study was conducted using two sets of sentences shown in table (1). Three similar approaches are 

used in the experiment: Jaccard, Dice, and Cosine. The Cosine similarity technique yields a greater number for a similar cluster 

group of sentences, as presented in Table (2). In the suggested framework, sentence similarity is computed using cosine similarity. 

Clustering is accomplished in four phases. Similarity calculation: From a corpus, a sentence is picked, and a similarity value for all 

the sentences with that sentence is calculated. Group Similar Sentences: If the similarity values of the sentences are greater than the 

threshold value, they are grouped. Identify Noise: This phase identifies sentences that do not belong to any of the cluster groups. 

The cluster ID is set to -1 for them. Create Cluster-ID Array: The clustered sentences are given a unique ID for each cluster group. 
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Table 1: Example sentences 

Example Sentence 1 Sentence 2 

1 Eligibility Eligibility for registration for ph.d. programmes 

2 section i: Loss of or damage to the vehicle insured section 1: Loss or damage 

Table 2: Similarity values by various similarity methods 

Similarity 

Method 

Similarity values 

for Example 1 

Similarity values 

Example 2 

Jaccard 0.25 0.42 

Dice 0.36 0.63 

Cosine 0.5 0.73 

3.4 Cluster Evaluation 

 

Rand index, Completeness, Homogeneity, Adjusted Rand index, Vmeasure, Adjusted mutual information, and Fowlkes- Mallow's 

score is employed to evaluate clusters. 

 

3.5. Haphazardly Dense Clustering with more Noise (HDCN) 

 

Algorithm (1) shows Haphazardly Dense Clustering with more Noise (HDCN). The steps in this algorithm are as follows: 

           Step 1:  Start at the arbitrary point which is not visited, and calculate the similarity score with all other non-visited 

data points. 

           Step 2:  When the similarity score exceeds the limit, the data point is recognized as visited and added to the 

cluster. 

           Step 3:  Repeat step 1 for all non-visited data points. 

           Step 4:  Create a list of cluster ids for all data points and assign a value of -1 

                       to those that are not clustered and identified as noise.  

 

 

 

                        Input: X, TS                                          /* X:Multidimensional data,TS:Threshold */ 

             Output: CID                                                                                     /* ClusterIds */ 

                      1      Function Cluster_Text_Dense (X, TS) 

2        V L  [];                                                                              // VisitedList 

3        C L  [];                                                                              // CurrentList 

4        F L  [];                                                                              // FinalList 

5       CID  [];                                                                              // ClusterIds 

6       for x        0 to len(X) do 

7             for y         x to len(X) do 

8    if  y not in V L then 

9             if sim(x, y) > TS then 

10     CL.append(y) 

11    V L.append(y) 

12           if  len(CL) > 1 then 

13       FL.append(x) 

  14                 CL:clear ()   
                    /* ClusterID Array Creation */ 

15        for  x          0 to len(X) do 

16              if x not in V L then 

17                      CID:append(-1) 

18              else 

19                     CID:append(FL[x]) 

20           return CID 

 

Algorithm 1: Haphazardly Dense Clustering with more Noise (HDCN) 
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The difficulty with the suggested approach is deciding on a core data point. Choosing the core point is handled by sorting a text by 

the length in descending order. The Long sentences are chosen first as the core point. 

3.6 Cluster result visualization: 

The proposed algorithm is tested on randomly generated data points to visualise its performance. Figure (1) illustrated the 

Haphazardly dense data points with greater noise and the clusters are nearby. These data points are randomly generated points. The 

results of three state of art cluster algorithms are shown in the below Figure (3). The figure presents the results of applying the 

KMeans clustering algorithm (3a). The count of clusters is fixed to eight, however, the problem with this method is that all non-

cluster points are allocated to clusters that are near together. The outcome of Agglomerative Hierarchical Clustering is shown in 

figure (3b), Cluster numbers are not assigned; instead, the distance value is used for clustering. It found a total of 15 clusters. 

However, the problem is that each non-cluster point is either allocated to a nearby cluster or a new cluster. Figure (3c) shows the 

result of DBSCAN clustering, the problem with this approach is that two nearby dense clusters are recognised as a single cluster. It 

discovered six clusters. Vectorized texts are used as input in the proposed technique. Instead of employing a number of groups, 

clustering is done using a distance measure. There were eight clusters discovered. The proposed method accurately identifies near 

clusters as two separate clusters, which is the fundamental difference between DBSCAN and the recommended technique. The 

results of the suggested procedure can be seen in the following Figure (4). Clusters 2 and 3 are recognised as a single cluster in 

DBSCAN but as two distinct clusters in the proposed technique. In DBSCAN, clusters 8 and 4 were likewise recognised as the same 

cluster, but in the proposed method, they were detected as separate clusters.  

 

 

(a) KMeans 

 

(b) Agglomerative Hierarchical 

 

(c) DBSCAN 

Fig 3:  Clustered results 

3.7 Performance analysis of DBSCAN and HDCN  

HDCN is a clustering technique that is based on distance. Another distance- based 

clustering approach is DBSCAN. In HDCN, core points are no longer 

picked from inside the same cluster, and cosine similarity is employed 

instead of Euclidean distance. Because the points visited are not used as core again, 

it can manage the neighbouring two dense clusters and handle high-

dimensional points. It is capable of dealing with a larger number of noise 

sources. It can handle haphazardly dense clusters. 

 

4.0 Dataset Description 

Data Set 1: It is a collection of titles extracted from Indian two-wheeler insurance policy 

paperwork. It has a total of 118 titles, 72 of which are part of one of the clusters. Others aren’t clustered data points since they don't 

match any sentences. There are a total of 15 cluster groups. There are 119 distinct features that have been discovered. 

Data Set 2: It's a collection of 849 titles collected from various Indian institutions' Notification of Ph.D. Admission papers. There 

are a total of 441 non-clustered locations. The remaining titles are grouped into one of the 119 clusters. There are 547 distinct 

features that have been discovered. Two data sets are used in the implementation.  

The number of sentences in each corpus, the number of clusters, and the amount of noise are all listed in the table (3)  

Table 3: Dataset 

 

 

 

 

 

 

Data Set Number of 

Sentences 

Number of 

Clusters 

Number of 

noise 

Percentage 

of Noise 

Insurance 118 15 54 46.55172414 

Notification 849 119 441 51.9434629 

Fig 4: HDCN Result 
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5.0 Performance Evaluation 

 

 

 

 

 

 

 It is common to practise employing t-Distributed Stochastic Neighbor Embedding, a non-linear dimensionality reduction 

approach when investigating data sets with a large number of dimensions. Figure (5) shows the output for the insurance dataset by 

the HDCN algorithm. Figure (6) shows the output of the DBSCAN algorithm for the insurance dataset. The HDCN method clusters 

sentence more accurately than the DBSCAN algorithm, as shown in figures (5) and (6). 

Metrics such as the Rand index, Completeness, Homogeneity, Adjusted Rand index, Vmeasure, Adjusted mutual information, and 

Fowlkes- Mallow's score is used to judging how well clustering algorithms work. The values of these evaluation metrics range from 

0 to 1. And 1 indicates that the algorithm is completely accurate. As a result, the greater the value, the better the algorithm. 

Rand index: The Rand index examines how comparable two different clustering algorithms’ results are.[44] It is denoted by R. 

Equation (5) shows the formula to calculate the Rand index. 

                                                                            𝑅 =  
𝑎+𝑏

𝑛𝐶2
                                                                                      …(5) 

a: The amount of occasions a pair of items are in the same cluster across two clustering methods. 

b: The amount of occasions a pair of items are in the distinct cluster across two clustering methods. 

nC2: The amount of unordered pair relationships that exist inside a set that has n elements. Haphazardly given label values are not 

guaranteed to be near to zero, as shown by the Rand index. By establishing the modified Rand index, we could minimize the 

anticipated RI E[RI] of ARI. 

 

Adjusted Rand index: The adjusted Rand index (ARI) is thus guaranteed to be near to 0.0 for random labelling, regardless of the 

number of clusters and samples, and to be exactly 1.0 when clustering is identical.[45] 

 

                                                                        𝐴𝑅𝐼 =  
𝑅𝐼−𝐸𝑥𝑝𝑒𝑐𝑡𝑒𝑑𝑅𝐼

max(𝑅𝐼)−𝐸𝑥𝑝𝑒𝑐𝑡𝑒𝑑𝑅𝐼
                                                                 …(6) 

 

Adjusted mutual information: The Adjusted Mutual Information (AMI) may then be determined using the predicted value in a 

like way to that of the modified Rand index: 

                                                                       𝐴𝑀𝐼 =  
𝑀𝐼−𝐸(𝑀𝐼)

𝑚𝑒𝑎𝑛 (𝐻(𝑈),𝐻(𝑉))−𝐸(𝑀𝐼)
                                                           …(7) 

 

Normalizing values are usually some kind of average of the probabilities of each clustering for both normalised and adjusted mutual 

information. There are many generalized ways to say something, but there are no hard and fast rules for choosing one over the 

others. 

Homogeneity: The homogeneity criteria confirm that only individuals belonging to one class are present in each cluster. 

Homogeneity evaluates the extent to which each cluster consists of examples from a specific class of C. This is found by taking the 

conditional probability of the class distribution of the benchmark, H(C|K), and dividing it by the probability of the class distribution 

in the benchmark, H. (C).  

                                                                           ℎ = 1 − 
𝐻(𝐶|𝐾)

𝐻(𝑐)
                                                                               …(8) 

 

Completeness: During a completeness check, all of the members of a certain class are put in the same cluster. Completeness 

measures how well each class fits into a single cluster. This is calculated as the conditional entropy of the cluster distribution found 

by the algorithm, H(K|C), divided by the cluster distribution's entropy, H. (K). 

 

                                                                             𝑐 = 1 − 
𝐻(𝐾|𝐶)

𝐻(𝐾)
                                                                            …(9) 

 

V measure: The quality of the clustering may be evaluated based on something called vmeasure, which is the harmonic mean of 

completeness and homogeneity  [46].  

                                                                              𝑉𝛽𝑏 =
(1+𝛽𝑏)∗ℎ∗𝑐

(𝛽𝑏∗ℎ)+𝑐
                                                                       …(10) 

 

Fig 5: DBSCAN Clustering 
Fig 6: HDCN clustering 
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Fowlkes-Mallow’s score: Use of the Fowlkes-Mallows criterion The FMI is calculated by averaging the paired recall and precision: 

[47] 

 

 

                                                                           𝐹𝑀𝐼 =  
𝑇𝑃

√(𝑇𝑃+𝐹𝑃)∗(𝑇𝑃+𝐹𝑁)
                                                            …(11) 

 

In this formula, TP represents the number of pairs of points that share the same clusters in both the true labels and the predicted 

labels, FP represents the number of pairs of points that share the same clusters in the true labels but not in the predicted labels, and 

FN represents the number of pairs of points that share the same clusters in the true labels but not in the predicted labels (i.e the 

number of sets of data points that are incorrectly placed in the same clusters by the predicted labels). [48] 

 

5.1 Rand Index (RI),  Adjusted Mutual Information (AMI), Adjusted Rand Index (ARI) 

 

Table 4: RI, ARI, AMI Values using TF-IDF vectorization method 

Dataset Algorithm Rand Index Adjusted_rand 

score 

Adjusted_mutual 

info score 

 

Insurance 

HDCN 0.848037085 0.603157 0.682904 

Kmeans 0.848906273 0.514849 0.652799 

Hierarchical 0.774735622 0.129931 0.410153 

DBSCAN 0.456757931 -0.08911 0.1926 

 

Notification 

HDCN 0.980676 0.950135 0.96613 

Kmeans 0.762329 0.264718 0.471121 

Hierarchical 0.725221 0.017558 0.284669 

DBSCAN 0.328452 -0.08308 0.047699 

 

Table (4) shows the RI, ARI, AMI values for the Insurance and Notification dataset. The evaluation was done on Kmeans, 

Agglomerative, DBSCAN and HDCN algorithms. From table it is clear that HDCN performs well in two data sets.Table (5) shows 

the Adjusted rand Index, Adjusted mutual info score, Rand Index for the insurance and notification dataset wthe ith Word2Vec 

vectorization method.  

 

Table 5: RI, ARI, AMI Values using Word2Vec vectorization 

Dataset Algorithm Rand 

Index 

Adjusted_rand 

score 

Adjusted_mutual 

info score 

 

Insurance 

 

HDCN 0.932928 0.793418 0.8409 

Kmeans 0.798928 0.2137 0.521634 

Hierarchical 0.82935 0.374354 0.626054 

DBSCAN 0.88773 0.554313 0.744847 

 

Notification 

HDCN 0.932928 0.793418 0.8409 

Kmeans 0.798928 0.2137 0.521634 

Hierarchical 0.82935 0.374354 0.626054 

DBSCAN 0.88773 0.554313 0.744847 
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5.2 Completeness, Homogeneity, Vmeasure, Fowlkes mallows score 

 

Table 6: Completeness, Homogeneity, Vmeasure, Fowlkes mallows score with TF-IDF vectorization 

Dataset Algorithm Completeness Homogeneity 

score 

V 

measure 

Score 

Fowlkes 

mallows 

score 

 

Insurance 

HDCN 0.785094009 0.753799 0.769128 0.707448 

Kmeans 0.698634836 0.821634 0.755159 0.617667 

Hierarchical 0.52292951 0.838779 0.644223 0.263629 

DBSCAN 0.464482645 0.838779 0.339766 0.274236 

 

Notification 

HDCN 0.957404 0.998816 0.977671 0.963864 

Kmeans 0.595712 0.744642 0.661903 0.419666 

Hierarchical 0.475089 0.760359 0.584789 0.103426 

DBSCAN 0.390223 0.760359 0.137492 0.399496 

 

Table (6) shows the Homogeneity, Completeness, Vmeasure, Fowlkes-Mallow’s score (FMI) values for the Insurance and 

Notification dataset with TF-IDF vectorization compared with Kmeans, Agglomerative, DBSCAN. From table (6) it is clear that 

HDCN performs well in two data set according to Completeness, V-Meaasure, Fowlkes mallow score. The table (7) shows the 

measures of Completeness, Homogeneity, V measure, Fowlkes mallow score of the insurance and Notification dataset with 

Word2Vec as the vectorization method.  

 

Table 7: Completeness, Homogeneity, Vmeasure, Fowlkes mallows score with Word2Vec vectorization 

 

Dataset 

Algorithm Completeness Homogeneity 

score 

V measure 

Score 

Fowlkes 

mallows 

score 

 

Insurance 

HDCN 0.907983 0.874143 0.890742 0.836429 

Kmeans 0.645298 0.684402 0.664275 0.335151 

Hierarchical 0.73442 0.732995 0.733707 0.481011 

DBSCAN 0.766368 0.91949 0.835975 0.650279 

 

Notification 

HDCN 1 0.994905117 0.995034015 0.997511 

Kmeans 0.566360648 0.150907719 0.813426173 0.667774 

Hierarchical 0.575047996 0.173585549 0.822599961 0.676901 

DBSCAN 0.636723238 0.304127416 0.355131644 0.455955 

 

Noise identification is only performed with DBSCAN and HDCN. Table (8) shows the noise identified by two algorithms using 

two vectorization methods. The DBSCAN algorithm detects 30.5 percent of noise, while the HDCN 

method detects 96.675 percent. On a dataset with more noise, it demonstrates the superiority of the HDCN method over the 

DBSCAN technique. 
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Table 8: Noise Identified by DBSCAN and HDCN 

 

    Data set 

Number 

of 

Sentences 

Number 

of 

Noise 

Noise identified 

by DBSCAN 

Noise identified 

by HDCN 

TF-IDF 

Vectorization 

Word2Vec 

Vectorization 

TF-IDF 

Vectorization 

Word2Vec 

Vectorization 

Insurance 118 54 13 32 61 50 

Notification 849 441 41 133 425 379 

 

5.3 Time Complexity 

 

The time complexity of HDCN consists of two sections. Section 1 comprises of step 1 to 14, for cluster creation. Section 2 comprises 

of step 15 to 20, for ID creation. Let n be the number of sentences to be clustered. For Section 1, Best case is when all data points 

belong to one cluster. In the best situation, the time complexity is O(n). The time complexity of Section two is O. (n). Therefore, in 

the best situation, the time complexity is O(n + n). 

 

For Section 1, Since at a time 2 sentences are compared to find the similarity therefore it is a problem of combination. The formula 

to calculate nCr is shown in equation (12). 

 

                                                                                 𝑛𝐶𝑟 =
𝑛!

𝑟!(𝑛−𝑟)!
     …(12) 

 

Therefore, the time complexity for section 1 is O(nC2) which is 
𝑛2

2
− 

𝑛

2
 at its average and worst case. For Section 2, the time 

complexity is O(n). Therefore, the total time complexity is 
𝑛2

2
− 

𝑛

2
+ 𝑛 at its worst and average case. Table (9) demonstrates the 

space and time complexity of several methods, where n- Number of sentences; m- Number of characteristics; k- Number of clusters; 

I -Number of iterations. 

 

Table 13: Time and Space Complexity of clustering algorithms 

Algorithm Time Complexity Space Complexity 

K-means O (i * k * n * m) O((n+k)m) 

Hierarchical O(n2) O(n2) 

DBSCAN O(n2) O(n) 

HDCN O((n2 /2 – n/2 ) + n) O(n) 

6. Conclusion 

 

Text clustering [49] at the sentence level is the focus of research. First, there is a discussion of sentence clustering methods. Their 

benefits and drawbacks in generating clusters are carefully investigated. This work provided a unique text clustering approach for 

grouping sentences in a dataset with greater noise. In terms of assessment measures, the recommended HDCN method outperforms 

K-means, DBSCAN [50], and Hierarchical Agglomerative for data with more noise. It may be used on any dataset with a higher 

level of noise. Clustering is accomplished in four stages. The text is converted into vectors using TF-IDF. The similarity between 

the sentences is determined using cosine similarity. In terms of time and spatial complexity, the technique might be improved. The 

effectiveness has been evaluated and judged to be satisfactory. 
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