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Abstract 

The amino acids consist of vast range of uncertain protein sequences which are key 

elements for structural analysis of the cell function. This paper has proposed an 

ANN (Artificial Neural Network) incorporated through GA (Genetic Algorithm) for 

classification of protein sequences. The proposed ANN incorporated through 

GA(ANN-GA) utilized flower pollination algorithm (FPA) for identification of 

optimal points in the code of a protein data pattern. Components Essential Amino 

Acids composite consist of structural and solvent factors. Through formulation of 

objective function structural composites of protein sequences for classification. The 

developed ANN-GA estimates the sequence of protein fold prediction within the 

collected dataset. The dimensional analysis of data expressed that  set of 

protein classification incorporates distinct structural folds and information. The 

ANN-GA performance is evaluated by means of accuracy of classification for 

recognized structural characteristics of protein sequences. The simulation analysis 

expressed that developed ANN-GA exhibits improved performance compared to the 

conventional techniques. 

Keywords: Protein classification, Neural Network, Artificial Neural Network – 

Genetic Algorithm, ANN-GA, Bioinformatics, Flower Pollination Algorithm (FPA). 
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1. Introduction

Proteins, which are encoded in an organism's DNA, catalyse the majority of biochemical events 

inside cells and are also responsible for the transport of nutrients and the transmission of signals 

from one cell to another [1]. The study of how genetic information is decoded to produce a 

functioning protein is thus an important part of bioinformatics [2]. The fundamental concepts 

behind this decoding are well-established. The genetic code dictates that in which a gene's 

nucleotide sequence is converted into an amino acid sequence. To be functional, a protein's linear 

chain of amino acids has to take on a 3D form, known as its "native" shape [3]. 

Homologous proteins may be difficult to classify together if just sequence information is 

provided in today's genomics [4]. Comparisons based on sequence similarity are not a reliable 

indicator of evolutionary relationships, making this challenge problematic. New sequences' 

potential functions may be predicted by comparing their sequence–structure and sequence–

sequence relationships. Proteins that have a tight evolutionary link may be identified via pairwise 

sequence alignment. However, Physically related proteins without considerable sequence 

similarity, it is inefficient [5]. Despite this, simple algorithms have yielded respectable outcomes 

in the real world. Methods that have been presented so far rely heavily on thresholding some 

measure of the distance between the sequences in question. Setting the threshold at a number that 

provides effective groups is obviously critical [6]. For example, two sequences with a high degree 

of sequence similarity will only be allocated to the same cluster when the threshold is set to 

conservatively. That's because it's previously been demonstrated that proteins that have a high 

degree of sequence similarity are possible to evolutionarily linked; a traditional criterion will 

likewise lead numerous singular groups [7]. If the threshold is loosened, on the other hand, 

numerous unrelated proteins will be grouped together. 

In this work, an integrated approach for accurate classification of protein sequences was 

developed. The proposed model integrates Genetic Algorithm (AG) and ANN. To improve the 

accuracy Flower Pollination Algorithm (FPA) is implemented as a Genetic Algorithm with the 

formulation of the objective function. The developed method involved in identification of optimal 

points in the protein sequences and increases the overall accuracy of protein sequence 

classification. Simulation analysis expressed that proposed ANN incorporated through GA (ANN-

GA) exhibits significant performance compared to the existing models. 

This study is organizing as follows: The segment II facilitates the literature related to existing 

techniques utilized for protein sequence classification. In Section III materials and methods 

considered for classification of protein sequences is presented. In section IV, ANN incorporated 

through GA (ANN-GA) with optimization algorithm FPA is presented. The section V provides 

simulation results and followed by conclusion in section VI. 

2. Related Works 

This section presents existing studies focused on amino acid analysis. The amino acids are 

representation of numbers those are plotted in geometric representation [8]. The analysis of protein 

sequences is based on those estimated sequences. Similarly, sequence of protein is estimated based 

on the Dayhoff's amino acid estimation with inclusion of substitution matrix [9]. The feature of 
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amino acids is estimated using Bayesnet Naïve of classification of features. The analysis is 

performed based on the consideration of 1D, 2D and 3D features of amino acids. The analysis 

expressed that for Bayesnet Naïve 2D is effective. 

Similarly, a Logistic function-based machine learning algorithm for classification of protein 

sequences was developed for the study of classification of protein sequences [10]. The proposed 

model utilizes dimension reduction technique for identification of amino acid representation. The 

analysis of results stated that for logistics function, 2D sequences are more effective. Naive Bayes 

classifier is developed for visualization of protein sequences [11]. The analysis shows that vector 

representation improves the order of amino acid with vector representation of proteins (VRP). 

Similarly, amino acid is represented in geometrical form using classifier Support vector 

machine[12]. The incorporation of Support Vector machine (SVM)significantly illustrates the 

geometric feature of protein sequences. 

To approximate sequence as well as calculation of correlations Partial Decision Tree are used 

[13]. The developed classifier involved in detection of protein sequences with evolution of protein 

and prediction of cleavage site proteins in the human body. To predict those leverage proteins in 

the human body, aDecision tree J4.8 estimates the overall sequence representation of protein with 

calculation of physicochemical characteristics was developed [14]. The analysis is based on the 

composition of protein sequences for information evaluation. Further, protein sequences are 

subjected to high dimensional factors for cleavage of the protein sites or domains for classification 

[15]. 

The analysis of protein sequence classification expressed that existing literature does not 

provide significant information about classification characteristics. The analysis is based on 

geometric features alone. Also, information about the protein sequence datasets is not presented. 

To overcome those limitation this research developed ANN incorporated through GA (ANN-GA) 

for classification of uncertain protein sequences. The proposed approach utilizes Flower 

Pollination Algorithm (FPA) for improving performance of the classification [16]. 

3. Materials and Methods 

The protein sequence dataset is collected from Rost-Sander data set with diverse domains for 

classification. The collected dataset incorporates 2930 sequences with CATH v2.4 domains [17]. 

This paper focused on classification of uncertain folded protein sequences with consideration of 

different factors such as CATH, Architecture, topology and class of protein. CAT classification as 

fold is defined by set of structures called Set structure [17]. Use of set of structures with diversity 

of sequences means which information is duplicate -free and that issue of identifying 

constructional similarities among all protein pairs considered is non-trivial [18]. Structures for 

2930 sequences were chosen as follows: 

(i) By their SPACI score, sort all 34,287 CATH v2.4 domains 

(ii) Begin through highest domain SPACI score and delete all domains that share major 

sequence similarity from list. 

(iii) Redo stage (ii) for all domains in set which have not been deleted. From this process, 

2930 domains are produced which is referred as CATH2930. In which it contains 769 
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folds and single element (482). In order to facilitate comparative study, five of 

CATH2930's most populous folds were selected as a more extensive test range that 

includes at least one-fold from each CATH class: 3.20.20, (TIM-like, 67 

representatives), and 3.60.40 (immunoglobulin-like, 169 representatives) are three 

alternating alpha/ folds in CATH fold 1.10.10 (arc repressor) (Rossmann fold, 215 

representatives). There are a total of 605 CATH2930 proteins in these five folds (Set 

CATH605). 

(iv) Examples of protein structures for 5folds are represented in Figure-1. New publication 

of CATH, CATH3.5, which was available in June 2020, is 2ndset of proteins included 

in this study. 

 
(a)                                         (b)                                             (c) 

 
(d)                                                                 (e) 

Figure 1: Structure of Protein a) CATH topology 1.10.10 b) CATH topology 2.60.40 c) CATH 

topology 3.20.20 d) CATH topology 3.30.70 e) CATH topology 3.40.50 

To produce CATH2930, similar to this method is used in which low similarities sequence was 

designed. 

(i) Randomize CATH3.5's in all 173,536 domains; 

(ii) In randomized list, start with first domain and delete all domains that share major series 

similarities with it (FASTA E-value b 10−4). 

(iii) (iii) With all domains in list which is not deleted, repeat step (ii). CATH35 E4 is 

referred to as range of 8862 domains arising from this process [19]. 
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Integrated ANN-GA for Protein Sequence Classification 

In this paper, protein sequence data were classified for identification of features within the dataset 

[20]. Generally, protein sequence is related to the multi-label optimization issue. Function of 

Fitness is represented in equ (1). 

𝜒∗ = min 𝑃(𝜒)                   (1) 

 

𝑃(𝜒) = 𝐼(𝜒) + 𝑎1S(χ)                 (2) 
Where, 

(i) Labeling function variable  allows every point in protein sequence domain  to label L

.protein data intensity is expressed in equ (3).  

𝜒: 𝑞𝜖𝜓 → 𝜒(𝑞)𝜖ℜ                (3) 

ℛ ⊂ 𝐵 is represented by possible output intensities. 

(i) Data term I is represented as  

𝐼(𝜒) = ∑ 𝐼𝑞(𝜒(𝑞))𝑞𝜖Ψ                  (4) 

 

𝐼(𝜒) = ∑ ∑ [𝑤1(𝐿 − 𝑣1(𝑞))⬚2 +  [𝑤2(𝐿 − 𝑣2(𝑞))⬚2]𝑞𝜖s1 ⬚𝐿𝜖B      (5) 

 

From equ (5), protein sequence data are denoted as𝑣1: Ψ → 𝑆, 𝑣1: Ψ → 𝑆. L-label region 𝑆1is 

{𝑞 ∈ Ψ|𝜒(𝑞) = 𝐿|}and weight is 𝑤1and𝑤2.  

𝑟1 = |∇𝑣1| ∗ 𝐾 𝑎𝑛𝑑 𝑟2 = |∇𝑣2| ∗ 𝐾                  (6) 

 

𝑤1 =
𝑟1

𝑟1+𝑟2
 and 𝑤2 =

𝑟2

𝑟1+𝑟2
                                 (7) 

(i) The data points of protein have equivalent data values encouraged by smooth solution are 

represented as S . 

𝑆(𝜒) = ∑ 𝑠(𝜒(𝑞), 𝜒(𝑝)){𝑞,𝑝}𝜖𝑀                (8) 

Set M consists of everydata class pair as q and p . Truncated absolute value is utilized to 

defines local neighborhood of q and𝑠(𝜒(𝑞), 𝜒(𝑝)), which is given in equ (9). 

𝑠(𝜒(𝑞), 𝜒(𝑝)) = min(𝑎2, |𝐿𝑞 − 𝐿𝑝|)           (9) 

Where positive constant is represented as 2a .Protein sequence groups and marks require one-

to-one correspondence [21]. Using number of labels, number of all possible data values are 

represented which is equal to output image.In dynamic ranges in images, larger computational load 

occurs [22]. Through reformulating data terms into accountability labelling, number of labels 

reduces [23]. Performance of image fusion is role of data from protein sequence as𝑣1and𝑣2.  

𝑣𝛽 = 𝛽𝑣1
+ (1 − 𝛽)𝑣2               (10) 

From the above equation, 𝛽is the transparency of data for protein sequence identification 

asi.e.,𝛽(𝑞)𝜖[0,1]∀𝑞𝜖Ψ. 

Equ (2) represents data term, 
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𝐼(𝜒) = ∑ ∑ [𝑤1 (𝑣𝛽(𝑞, 𝐿) − 𝑣1(𝑞))
2

+ 𝑤2 (𝑣𝛽(𝑞, 𝐿) − 𝑣2(𝑞))
2

]𝑞𝜖s1
⬚

𝐿𝜖B   (11) 

Hence,  

𝑣𝛽(𝑞, 𝐿) =
𝐿

𝑀1
𝑣1(𝑞) + (1 −

𝐿

𝑀1
)𝑣2(𝑞)𝐿𝜖ℜ𝛽 (12) 

𝑀𝑙is user-specified number of labels.ℜ𝛽i.e. {1,2….𝑀𝑙 is new set of non-negative integer label. 

Protein Sequence Analysis with Flower Pollination Algorithm (FPA) In ANN - GA: 

Algorithm 1: ANN - GA with FPA 

Initialize 

Begin FPA specifications like no. Of flowers )(m , switching probability )(SP  

Begin m flower population )(P  

],,[ 21 myyyP =  

Determine optimal solution Py   

1i  

Dofor each ),1( mt  

         if SPV )1,0(  

            for each ),1( DVa do        \*Global pollination 

                  if 5.0)1,0( V  

)(1
aaa t

i

t

i

t

i yyLyy −+= 

+   

                  else 

( ) ( ) ( )( )bababaa k

i

j

i

k

i

j

i

k

i

j

i

t

i yysyyyyy ,min,min,max 21 +−=+
 

                          Where kjmkj  ),,1(,  

end if  

               end for 

          else 

)()1,0(1

n

i

l

i

t

i

t

i yyVyy −+=+
      \* Local pollination 

                  Where nlmnl  ),,1(,  

Endif 

         if )()( 1

t

i

t

i yFFy +
then 

 update t

iy with t

iy 1+
then 

           end if 

           if )()( *

1 yFFy t

i +
then 



T.SudhaRani / Afr.J.Bio.Sc. 6(9) (2024)                                                                                                              Page 4553 of 15 

 

 

In Flower Pollination (FPA) optimization algorithm, flower pollination is a natural process that 

solves huge optimization issues. Two basic modes of pollination for reproductive phase are biotic 

& crosspollination as well as abiotic or self-polllination [24]. During cross-pollination, pollen was 

borne over long distances by beetles, bees, bats and butterflies [25]. Water diffusion or wind moves 

pollen to shorter lengths during self-pollination [26] FPA principal flower or solution population 

is formulated in Eq. (13). 
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Where m denotes number of solution or ),,( 21 myyy  denotes flower population and DV is 

denoted as number of decision variable [27]. )( kYF is solution fitness for K= {1, 2…, m}.Biotic 

or cross-pollination is to reflect Levy flights assets with the global search. Using Levy flight’s 

function, solution updation is represented in Eq. (14). 

)(1

t

i

t

i

t

i yyLyy −+= 

+ 
                              (14) 

Depends on Levy distribution as well as scaling factor, pollination power is represented as L

and𝛾.  

( )



+


1

12sin)(
~

R
L  

                               (15) 

Standard gamma function is distributed from 0R equ (15) to steps.Abiotic or self-pollination 

represents local process on basis of two randomly chosen solutions. Equ (16) denotes local 

pollination of FPA.  

)(11

k

i

j

i

t

i

t

i yysyy −+=+

                                (16) 

Therefore, in related species, 2 random solutions picked from various flowers are 𝑦𝑖
𝑗
and𝑦𝑖

𝑘.  At 

interval 0 and 1, 1s  value is uniformly distributed.i.e. [0, 1]. Improving search efficacy of an 

algorithm is successful use of manipulation and discovery search techniques [28]. Furthermore, 

update 
*y with t

iy 1+
then 

          end if 

      end for  

1+ ii  

met  maxii   

End 
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we adjust investigation of FPA and then current solution conveniently uses new solution. 

Exploration search is a technique of increasing convergence speed.FPA discusses problem of 

search space generated by option of simple global pollination as well as heuristic search space 

[29]. Two randomly selected parent data will reduce heuristic bounded search space to a few search 

space regions, which is represented in equ (17). 

( ) ( ) ( )( )bababaa k

i

j

i

k

i

j

i

k

i

j

i

t

i yysyyyyy ,min,min,max 21 +−=+
                    (17) 

At i iteration, 
tht solution of

tha variable is
at

iy
. The 2 random solutions

a

iy
&

b

iy
by 1s and 2s

uniformly allocated to intervals 0 and 1. Heuristic bounded search space method concentrated on 

area based on current population experience [30]. To avoid algorithm from stuck in local minima 

by exploring entire search field, simple global pollination is necessary [31]. ANN-GA with FPA 

measurements is explained in Algorithm 1. 

4. Results and Discussion 

This paper focused on classification of protein sequence through proposed ANN-GA with FPA 

[32]. The approach designed for classification of protein sequences for classification is based on 

formulation of objective function [33]. The simulation analysis consists of collected from Rost-

Sander data set, which consists of subset of that dataset [34]. The collected protein dataset is 

evaluated in MATLAB 2019b with development of ANN for protein sequences classification [35]. 

Performance analysis of ANN-GA is calculated based on Cross-Entropy with gradient conjugate 

scaling [36].  

For evaluation of prediction system and given by equation (18), overall accuracy, which can be 

considered as most significant measure, is used [37]. 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 = ∑
𝑇𝑃𝑖

𝑁

𝑖−𝑘
𝑖−1                  (18) 

Where N is the total no. of sequences and TPi is true positive in i families.Using Elman RNN, 

relationship between no. of d & average precision of all MIVs, it is accuracy of varies considerably 

from 68.58% (d1⁄412) to 89.21% on dataset concerning d. For class Ci, sensitivity is correctly 

predicted fraction of proteins from class Ci; for class Ci, specificity is described as correctly 

predicted portion of proteins not from class Ci.Formula is given below for each calculation in 

equations (19) and (20): 

( ) FNTPTPSe += /100             (19) 

( ) )/(100 FNTPTNSp +=               (20) 

To determine feasibility of our process, we also create another separate dataset contains 1100 

proteins, obtained from all families [38]. In figure 2 best validation performance measured for 

various epoch are presented [39].  
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Figure 2: Estimation of best validation 

Best validation shall be evaluated concerning research, processing, and validation of dataset 

[40]. Analysis is concerning consideration of epochs and optimal point is identified at epochs 6. In 

figure 3 gradient measured for 8 epochs is presented for proposed ANN-GA.  

 

Figure 3: Gradient Measured for ANN-GA 

As stated in figure 2 optimal point is observed at epochs 6 this leads to gradient measured at 6 

are falls and fluctuating. Analysis expressed that gradient values are significantly higher with 

minimum number of epochs. In figure 4 confusion matrix designed for proposed ANN-GA is 

presented. 
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Figure 4: Confusion Matrix for ANN-GA 

The confusion matric estimated for ANN-GA exhibits effective performance for calculated TP, 

TN, FN and FP values. Analysis is based on consideration of FPA optimal values for protein 

sequence classification. In figure 5, proposed ANN-GA ROC is presented for different classes of 

protein sequences. 

 

Figure 5: Analysis ROC 

Chosen data set consists of 3 data groups for classification of protein chain, ROC is plotted on 

basis of TPR and FPR computed for proposed method. Analysis is based on consideration of data 

point characteristics. The smooth ROC curve expressed a significant curve which increases the 
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overall classification accuracy of protein sequences. Sensitivity and specificity of each 

classification are summarized in table. 1. The parameter considered for analysis hidden layer, input 

layer, & output later those are indicated as x , y  and z . The performance of proposed ANN-

GA with FPA is comparatively examined with existing technique for measured accuracy %. In 

table 1 overall accuracy measure within neural network input layer. 

Table 1: Comparison of Accuracy 

Machine Learning x  y  z  

SVM 79.83 88.75 95.85 

Partial DT 79.25 84.70 91.40 

Naive Bayes 79.43 83.6 91 

Logistic function 84.56 82 94 

ANN-GA with FPA 88.45 91.23 96.23 

DT J4.8 74.10 89.20 92.10 

BayesnetNaı¨ve 85.22 79.23 87.2 

The comparative analysis of results expressed that proposed ANN-GA with FPA exhibits higher 

accuracy value for every layer compared with existing techniques. When compared with other 

methods, proposed method gives more accuracy. 

5. Conclusion 

This paper presented ANN incorporated through GA (ANN-GA) model for classification of 

protein sequences using Flower Pollination Algorithm (FPA). The incorporated FPA is based on 

evaluation of objective function of data labels and estimate protein sequences. The proposed model 

incorporates various classification techniques, which provides discrete model for resolving protein 

sequences of different length. Further, the proposed model incorporates considerable range of 

sequence order that perform effectively on hidden or complicated sequences of protein. The 

utilization of FPA algorithm is involved in effective identification of optimal data points for 

classification and improves the overall accuracy rather than existing technique. In future, the 

proposed model will be implemented with web-server method for user-friendly applications.  
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