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Abstract 

Developing a new drug and bringing it to the market is a complex and time-

consuming process that involves multiple phases of drug discovery and 

development. However, recent advancements in various technologies, such as 

multi-omics, genome editing, Artificial Intelligence (AI), and Machine 

Learning (ML), have significantly improved this process. These technologies 

have made the process more accurate, less time-consuming, and cost-effective 

compared to the conventional methods of drug discovery and development. In 

the current age, discovering and developing drugs is a collaborative effort that 

involves scientific breakthroughs, technological advancements, and regulatory 

oversight. The pharmaceutical industry is constantly innovating new 

techniques, fostering interdisciplinary collaboration, and prioritizing patient-

centered approaches. In this review, we explore the latest and most updated 

information about using advanced technologies in drug discovery. The review 

begins by briefly explaining the conventional drug discovery and development 

process, then delves into the applications of multi-omics, genome editing 

technology, systems biology, artificial intelligence, and machine learning. 
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Introduction 

Since the beginning of humanity, humans have always tried to alleviate the suffering from 

illnesses. In ancient times chance discoveries or observing natural processes were the usual 

ways of finding treatments for sufferings, often using ingredients from plants or animals 

especially crude extracts (Dias et al., 2012; Panigrahi et al., 2021). Historically, drug discovery 

has been a product of trial and error. Before the pharmaceutical industry came into existence, 

most of the drug discoveries were by chance. Knowledge of traditional medicines or ethno- 

medical information passed from one generation to another makes the basis for current 

advanced research on drug discovery from natural resources. Until the mid nineteenth century 

natural medications was the only way of relieving suffering. Choral hydrate, a sedative was the 

first synthetic drug discovered in 1869 (Jones AW, 2011)
.
 Modern drug discovery research 

started around the beginning of 1900AD. The Modern drug discovery process needs a very 

long period of time to bring a new drug into the market and also huge amount of budget is 

needed in this process (Singh et al., 2023). Identifying a biological target, such as a receptor, 

enzyme, protein or gene that is believed to be the primary cause of a disease is the first step in 

drug discovery. Majority of drug targets are proteins (Hopkins and Groom et al., 2002; Xu et 

al., 2007; Patro et al., 2023). Focus of the researchers is on discovering and developing new 

drugs with a distinct mode of action from those already approved drugs. 

The initial stage of drug discovery is target identification, which involves identifying a 

biological element or mechanism that plays a role in a particular disease (Sakharkar et al., 

2019). The cause of a disease can be any biological mechanism that is essential to its 

development, such as a gene, enzyme, protein, or any other. Researchers use genetic and 

biochemical approaches to describe the molecular pathways involved in a specific disease, 

including genes that are over expressed or altered in the disease, as well as proteins and 

enzymes that are crucial for the disease's development. They may also screen large chemical 

databases to find molecules that interact with the target. In epidemiological studies, researchers 

analyze vast datasets to identify factors, such as environmental exposures or genetic risk 

factors, that are linked to a specific disease. To validate targets, researchers use advanced 

techniques and tools, such as disease association, cell-based models, protein interactions, 

signaling pathways analysis, functional analysis of genes, in vitro genetic manipulation, 

antibodies and chemical genomics (Emmerich et al., 2021; Ikeda et al., 2023). Traditionally, 

the process of drug discovery and development mainly involves searching for candidates that 

are highly potent and selective towards a specific biological target. However, recent evidence 
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indicates that many therapeutic agents affect several targets. Polypharmacology refers to the 

nature of ligand binding to multiple targets or we can say one drug many targets (Chaudhari et 

al., 2020; Kabir et al, 2022). Computer aided drug design (CADD) can be defined as a method 

of drug designing using computational tools (Hassan-Baig et al., 2016; Gurung et al., 2021). 

CADD methods are largely dependent on bioinformatics tools and databases. Uses of CADD 

methods have accelerated the drug discovery process (Giordano et al., 2022; Alhaji et al., 

2019). Drug-target interaction is an important area of research in drug discovery. It involves 

identifying the interactions between chemical compounds and protein targets (Katsila et al., 

2016)
.
 Recently, the use of artificial intelligence (AI) has opened up new possibilities in this 

field. AI has the potential to improve the efficiency and success rate of drug development by 

allowing researchers to reach the more upstream stage of drug discovery (Blanco-González et 

al., 2023). Multi-omics data including genomics, proteomics and transcriptomics, has also seen 

contributing significantly in the progress. There is a vast amount of biomedical information 

available in each field, covering drugs, proteins, diseases, side effects, biological processes, 

molecular functions, cellular components, biological enzymes and ion channels. Such 

information is stored in specialized databanks, which helps researchers in the drug discovery 

process . Developing a new drug is a very lengthy and multi-step process, mainly focusing on 

transforming a lead compound into a drug molecule (Kiriiri et al., 2020)
.
 The high failure rate 

of this process is the primary cause of the significant increase in the cost of developing new 

drugs. It is crucial to have a thorough understanding of the drug discovery process in order to 

overcome the obstacles encountered by the pharmaceutical industry when developing new 

drugs (Karmakar et al., 2020). The standard procedure for drug discovery consists of 

identifying the drug target, which may be a protein or another target related to a specific 

disease, validating the target, screening potential lead compounds, and optimizing those 

compounds. Following preclinical testing, a clinical trial is conducted on humans. If the trials 

are successful, an application for drug approval is submitted (Figure1). This process requires a 

significant amount of time and budget, with a high risk of failure. In general, developing a new 

drug is a time-consuming that can take 10-17 years and cost between 1 and 2 billion USD 

(Leelananda and Lindert, 2016). Finding active compounds from existing chemicals is usually 

the first step in a drug discovery and development project. Nowadays, high-throughput 

screening (HTS) automates the screening of thousands of compounds against a molecular target 

or cellular assay in a short time, improving the discovery process (Maia et al., 2020). Although 

HTS allows screening of large number of compounds, but it is very expensive, time consuming 

and also not all targets suitable for HTS. Virtual screening gave the advantage to select a 
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smaller number of compounds for biological testing from a very large number of compounds in 

a short period of time (Damm-Ganamet et al., 2019)
.
 While many pharmaceutical companies 

have their own libraries with millions of compounds, it is expensive to maintain and perform 

high-throughput screening. Virtual screening offers an alternative approach to screen millions 

of compounds within a few days, making it a cost-effective solution (Lavecchia and Di, 2013; 

Liu et al., 2022)
.
 Molecular docking is a widely used virtual screening method, particularly 

when the three dimensional (3D) structure of the target protein is known (Ibrahim et al., 2022; 

Zhang et al., 2023; Anand, R., 2018)
.
 Obtaining the 3D structure of a protein-ligand complex is 

crucial in learning about the binding mechanism between the ligand and target protein at an 

atomic level (Bagherian et al., 2021; Burley et al., 2021; Jadaun et al., 2017)
.
 This information 

is especially vital for lead optimization purposes. It can predict the binding affinity between the 

ligand and protein also the interactions between them. Due to this molecular docking has been 

in use for many decades and has led to the discovery and development of numerous new drugs 

(Sethi et al., 2020; Halder et al., 2023; Shah et al., 2024; Matter and Sotriffer, 2011). 

Drug discovery can be classified into three main periods (Pina et al., 2010)
.
 The first period 

dates back to the nineteenth century when drug discovery was mostly based on serendipity 

(Doytchinova, 2022) . The second period began in the early twentieth century with the 

discovery of new drug structures which played a role in a new era of antibiotic discovery. The 

end of the 20
th
 century saw significant advances in drug discovery, mainly because of 

technological advancements such like molecular modeling, combinatorial chemistry and 

automated high-throughput screening, based on known structures (Mohs and Greig , 2017). 

The emergence of recombinant DNA technology also revolutionized the process and made it 

easier to determine potential drug target candidates. The onset of the “Omics” and AI 

revolution in the twenty-first century marked the beginning of the third period, which has seen 

a surge in biopharmaceutical drugs approved by FDA/EMEA for therapeutic use (Pina et al., 

2010). In recent past with the development of new technologies, the process of drug discovery 

also changed. Nowadays drug discovery process can be defined as the process in which 

potential drug candidates are identified using computational, experimental and AI models. The 

use of AI and computational tools in the drug discovery process helps to minimize the time and 

cost of the process as it offers the advantage of delivering a potential new drug candidate much 

faster than conventional methods (Qi et al., 2023; Zhao et al., 2023). The most important 

computational tools in drug discovery are used for virtual screening, ADMET prediction, and 

prediction of protein-ligand binding, denovo design etc. (Nisha et al., 2016). ML enhances the 

potential of VS by enabling faster and more precise tracking of forecasted hits, as opposed to 
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conducting computationally intensive simulations or exhaustive similarity searches ( Dara et 

al., 2022)
.
 The application of ML is widespread, encompassing the discovery of novel drugs, 

repositioning of compounds, the anticipation of ligand-protein interactions, assessment of drug 

efficacy, identification of safety biomarkers, and optimization of molecule bioactivity 

(Carpenter and Huang, 2018; Oliveira et al., 2023). With the help of genomic research, target- 

based drug discovery has become more efficient by adopting systematic and knowledge-driven 

approaches. This approach starts with the identification of genes that can be altered to achieve 

a desirable phenotype and then searches for or develops compounds that can selectively 

interact with the products of these genes to improve the disease state or alleviate symptoms. 

Currently, Artificial intelligence (AI) and machine learning (ML) technologies are gaining 

much more attention in the field of drug designing process (Gupta et al., 2021). In this review, 

we will elaborate on how advanced multiomics technology, chemoinformatic tools, genome 

editing technology, AI technology, machine learning algorithms and access to medical big data 

transformed the recent drug discovery process (Niazi and Mariam, 2023). 

 
 

Figure1: Schematic diagram of different stages of drug discovery process. 

 

 

 
Multi-Omics Technologies in Drug Discovery and Drug Development 

With the successful completion of the human genome project, there has been a significant 

increase in genomic, transcriptomic, proteomic and structural data. By utilizing these multi- 

omics data by bioinformatics and data analytics techniques, the process of identifying effective 

drug targets has become much faster and less expensive, resulting in the discovery of numerous 

excellent drug targets (Batool et al., 2019; Gibbs RA, 2020; Wang et al., 2015). Bioinformatics 

aims to uncover insights from biological data, including amino acid sequences, protein 
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structures, and biomedical text. These insights lead to important applications such as drug 

design, and novel therapy discovery. Data generated from the nucleotide and protein 

sequencing technologies helps in the understanding of various pathophysiological conditions 

which can further aid in the process of drug discovery. These data are the basis for genomics,  

transcriptomics, proteomics, epigenetics and metabolomics too (somda et al., 2023; Wingert 

and Camacho et al., 2018). These are together commonly referred as multi-omics. The use of 

bioinformatics analysis can accelerate the identification of potential drug targets, the screening 

and refining of drug candidates, as well as help in the characterization of adverse effects and 

the prediction of drug resistance (Paananen and Fortino, 2020; Xia X., 2017). The integration 

of genomics, proteomics and other omics has led to the development of effective strategies for 

solving a wide range of biochemical problems and creating novel methodologies that have 

resulted in the production of innovative biomedical products. Consequently, the scientific 

community has witnessed a growing trend in research aimed at elucidating the mechanism of 

therapeutic action, predicting drug resistance and identifying biomarkers for different 

disorders. The process of developing novel medications is a complex one. For the development 

of drugs, understanding protein structure and function is crucial. Bioinformatics tools helps in 

understanding the protein structure and also interactions between protein-protein, protein- 

ligand, protein-DNA and protein-RNA (Wooller et al., 2017). Drug discovery process is 

multidisciplinary in nature. To make a effective drug discovery process a combinatorial 

approach is needed with genomics, transcriptomics, proteomics, metabolomics, bioinformatics, 

molecular docking and mass spectrometry (Aggarwal et al., 2023).   The process of identifying 

and isolating potential drug candidates is challenging in cases, where information about the 

structural specificity and physiological pathways is not available. Molecular techniques like 

whole-genome sequencing and cellular protein expression profiling are crucial tools in drug 

discovery for analyzing large datasets (Qin D. 2019). In targeted drug discovery, OMICs, such 

as genomics, proteomics, and metabolomics, are frequently utilized (Russell et al., 2013; De 

Oliveria et al., 2018) (Figure 2). To improve drug discovery and development, a 

multidisciplinary approach is required that employs novel molecular tools to identify and 

isolate active compounds, in conjunction with all available computational tools (Shicheng et 

al., 2023; Zhang et al., 2022). A major portion of drug targets are proteins and 3D structures of 

those proteins are very important for testing and identification of the hit. If the 3D structure is 

not available with the database, 3D structure can be determine using bioinformatics techniques 

like homology modeling (Li et al., 2020). 
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Figure 2: Multiomics’ role in drug discovery and development 

 
 

Due to the fast-paced production of large amounts of data produced by omics technologies, 

effective management of these data has become a challenge. Omics data, when integrated, can 

provide in-depth molecular insights that can help in save time and resources in drug discovery 

research and streamline the process, and enhances prediction of drug efficacy and safety at a 

quicker pace (Koromina et al., 2019). There are two traditional methods, namely, structure- 

based and ligand-based design, which rely on the properties of the biological target's active site 

or its known active binders, respectively. 

 
Genome Editing in Drug Development Process 

The manipulation of genomes is crucial in the preclinical stage of drug discovery. Through 

modifications in gene expression or sequence, scientists can create various assays to detect 

disease targets and evaluate the effectiveness of treatments. Genome editing technologies 

which include CRISPR/Cas systems, TALENS and Zinc finger nucleases have facilitated drug 

discovery process (Chakraborty et al., 2017). CRISPR, a revolutionary genome editing tool 

which works with Cas proteins especially Cas9 protein is ubiquitously used (Zhang et al., 

2018). In combination with advanced multiomics technologies gene editing has greatly 

transformed the drug discovery process. Essentially the process of drug discovery starts with 

the identification of a target. The use of CRISPR/Cas9 accelerated the identification of new 

drug targets more effectively and also increases the success rate in drug discovery. Researchers 
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Multidimensional understanding of 
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of drug discovery field are exploiting CRISPR/Cas to knock out or switch off a particular gene 

or a set of genes to understand the functions of those genes. Genome editing technology such 

as CRISPR based screening method can be used to systematically knockout, inhibit or activate 

large numbers of candidate genes to find potential drug targets (Chanchal et al., 2024). Using 

the CRISPR technology functional information of the target can be collected. CRISPR is 

accelerating all stages of drug discovery process (Liu et al., 2021). Prior to the creation or 

identification of a drug identifying a specific protein as the target involved in the disease is a 

crucial step in the drug discovery process. Exploring gene function and selecting specific 

targets can be achieved using CRISPR screening techniques. Knockouts can also be utilized to 

detect genes or gene pathways that govern the target protein, influencing diseases and 

becoming a target for therapeutic agents (Fellmann C. et al., 2017). Once target is found and 

validated, the next step is finding a hit. In recent years CRISPR based genome editing 

techniques can facilitate the generation of mutant cell lines that mimic disease phenotypes. 

These cell lines are then used for high throughput screening of millions of compounds resulting 

in identification of hundreds of hits (Chan et al., 2022). At this stage after validation of hits few 

are selected as lead. Then these leads are optimized and tested for safety. The lead optimization 

process includes the characterization of adsorption, distribution, metabolism and excretion 

(ADME) and toxicity testing. In preclinical settings, by developing cell based or animal models 

by CRISPR the process of safety and efficacy testing has been accelerated ( Li et al., 2020). 

 
Systems Biology Techniques for Advancing Drug Discovery 

In recent decades, significant progress has been made in biological sciences, resulting in the 

accumulation of a vast amount of molecular data at the genome, transcriptome, proteome and 

metabolome levels. While the complete identification of genes and proteins provides a 

comprehensive list of individual molecular components, it is insufficient to fully understand 

the complexity inherent in biological systems (Zou et al., 2013; Yue and Dutta , 2022). 

Pharmacology has been utilizing systems biology techniques to gain insight into the 

mechanism of drug action. Systems biology research focuses on molecular interactions 

between drugs and their targets within human cells. Notable advancements in this field include 

the emergence of drug-target networks, the ability to predict drug-target interactions, 

exploration of drug-related adverse effects, drug repositioning and the predictions of drug 

combinations (Ebrahimi and Roshani, 2024). In the long run, advances in the field of systems 

pharmacology will help in developing more effective therapies and new drugs for patient 
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treatment management. Systems biology approaches play a crucial role in several clinically 

significant applications in drug discovery. 

Complex diseases such as cancer are caused by multiple molecular abnormalities, which need a 

network perspective to better understand (Leung et al., 2013). The clinical phases of many drug 

candidates have failed due to incomplete understanding of the cellular pathways they target. 

Therefore, instead of targeting single proteins, entire cellular pathways must be considered in 

drug discovery (Chua and Roth, 2011). This will enable the translation of preclinical 

discoveries into clinical benefits. Rather than studying individual genes, systems biology 

research focuses on understanding the complex interplay of cellular pathways in explaining 

these diseases (Jun et al., 2013). It believes that multiple interconnected cellular pathways are 

involved in the underlying complex diseases. As a result, biological network analysis and 

dynamical modeling have become more usual in understanding the relationship between 

genotype and phenotype in human disease. 

 
Artificial Intelligence and Machine Learning Revolutionizing Drug 

Discovery 

Working with high-dimensional multi-omics data can be difficult, especially when it comes to 

integrating and analyzing it. Artificial Intelligence (AI) and Machine Learning (ML) 

techniques can be employed to identify patterns in this intricate data, which can aid in 

predicting gene function or phenotypic traits (Liu et al., 2022; Miller and Riley, 2021; Chan et 

al., 2019; Deng et al., 2020). These advanced techniques of AI and ML make the task of 

recognizing patterns within complex data relatively easier. Drug discovery and development 

process faces the challenges such as low efficacy, time consuming, high cost. Artificial 

intrlligence (AI) and Machine Learning (ML) technology has significantly accelerated the 

process of drug discovery and development, making the process more time and cost effective 

(Tripathi et al., 2021; Mak and Pichika, 2019). The machine learning process involves creating 

a model based on past data to make predictions on future data (Cruz and Wishart, 2007). 

Drug development process can be greatly benefitted from the already available vast chemical 

space, which comprises more than 10^60 unique molecules which are potential 

pharmacologically active molecules. This abundance of molecules provides an extensive 

resource to explore and utilize for finding potential drug candidates. Use of this resource in 

conventional way for drug development will take huge time and also there are chances of high 

failure. To use such huge resource there is a need of some advance technology which can use 
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such large amount of data to find potential drug candidate in a time effective manner and 

fortunately AI/ML are such technologies (Paul et al., 2021; Selvaraj et. al., 2022; Kumar et al., 

2023). In the drug discovery process, AI/ML has opened up new opportunities for researchers 

to quickly identify the most promising candidates (Han et al., 2023; Machancoses and 

Martínez, 2019; Bess et al., 2022). AI includes various methods such as reasoning, knowledge 

representation, solution search and machine learning (ML), which is a fundamental paradigm. 

Deep learning (DL) methods recognize patterns within classified data, which is a subfield of 

ML that uses artificial neural networks (ANNs) (Visan and Negut, 2024). 

AI-powered techniques have the potential to be employed in various stages of drug discovery 

and development process, including discovering new targets, assessing the interactions 

between drugs and targets, exploring the mechanisms of diseases, and enhancing the design 

and optimization of small molecule compounds (Jeon et al., 2014; Vamathevan et al., 2019; 

Lee et al., 2019; Bender and Ciriano, 2021) (Figure 3). ML techniques offer a range of 

capabilities that can enhance the process of discovering and making decisions for well-defined 

questions that have huge amount of top-quality data. The goal of drug discovery's target 

identification phase is to pinpoint proteins or other molecules that could modify a disease's 

course if their behavior was changed. ML are used to analyze diverse forms of data, such as 

gene expression profiles, protein-protein interaction networks, and genomic and proteomic 

data, to pinpoint possible targets that are likely to be involved in disease processes (Bagherian 

et al., 2021; Sliwoski et al., 2013). Extracting information on target association with disease is 

mainly done through reviewing the literature. As a complementary approach, Natural 

Language Processing (NLP) and text mining can be utilized to identify relevant target-disease 

pairs from the literature and create databases for target identification (Khan et al., 2020). To 

extract drug–disease, gene–disease, and target–drug associations from articles, deep learning- 

based tools such as BeFree and PKDE4J can be utilized (Bravo et al., 2015; Song et al., 2018; 

Alam and Schmeier, 2021). Drug discovery often requires the three-dimensional structures of 

potential target proteins. If the 3D structure of the target protein is not available the prediction 

of the structure can be solely done from their amino acid sequence. Recently, AI systems 

achieved a significant breakthrough in this field with AlphaFold2 (Sebastiano et al., 2021; 

Jumper et al., 2021; Bhhatarai et al., 2019; Panigrahi et al., 2021; Panigrahi et al., 2021a). 
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Figure 3: Graphical representation of multifaceted function of AI and ML technologies 

in the drug discovery and development processes. 

 
AI/ML in Structure-Based Virtual Screening (SBVS) 

Structure-based virtual screening (SBVS), also known as target-based virtual screening, is a 

method used to predict the formation of a stable complex between a ligand and a molecular 

target by determining their interaction (Panigrahi et al., 2020; Sahoo and Satpathy , 2021; 

Panigrahi and Satapathy, 2020a; Panigrahi and Satapathy, 2020b; Shin et al., 2017; 

McGibbon et al., 2022 (Figure 4). It requires the 3D structure of the target protein to perform 

the screening process. The virtual screening process selects compounds based on how well 

they interact with the target protein. In recent years, researchers have been utilizing machine 

learning (ML)-based algorithms to enhance the precision of scoring functions, conformational 

sampling, and other aspects of structure-based virtual screening (SBVS) (Singh et al., 2024; 

Scantlebury et al., 2023). These methods are becoming more popular because they can provide 

reliable predictions and better generalization in models. 
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Figure 4: Schematic diagram of Structure-based screening. 

 
 

AI/ML in Ligand-Based Virtual Screening (LBVS) 

Identifying lead compounds through experimental methods like high-throughput screening can 

prove to be a costly and time-consuming process (Hughes et al., 2011; ). The main objective of 

LBVS is to discover novel molecules by utilizing ligands that have already demonstrated 

biological activity (Berrhail et al., 2022). This method focuses on identifying compounds with 

comparable structures from virtual libraries without taking into account the molecular target 

structure. The underlying principle behind this approach is that molecules that share similar 

structures may exhibit similar biological activity. Consequently, LBVS endeavors to identify 

biologically active compounds by pinpointing those with matching molecular scaffolds or 

pharmacophore moieties (Bustamam et al., 2021). Quantitative structure-activity relationships 

(QSAR) models are regression or classification models, used to predict physicochemical 

properties and biological activities of unknown chemical entities (Kim and Cho, 2019; Mu et 

al., 2011). QSARs are widely used in the drug discovery process to reduce the cost of 

laboratory testing and achieve high throughput prediction and screening. Nowadays, advanced 

machine learning algorithms are used to establish QSAR models, making more efficient 

prediction (Soares et al., 2022; Prabha et al., 2021). 

 
AI/ML in ADMET Predictions 

ADMET analysis is a crucial aspect of drug design and screening that involves studying five 

key properties - adsorption, distribution, metabolism, excretion, and toxicity (Guan et al., 

2018). Poor ADMET properties are responsible for about half of clinical trial failures. The 

utilization of chemo informatics tools has brought about a significant change in the process of 

drug development by enabling the faster prediction of the absorption, distribution, metabolism, 

excretion, and toxicity (ADMET) profiles of newly designed drugs (Yang et al., 2018). The 
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development of ADMET prediction models has progressed significantly. The field of 

prediction of ADMET properties has been broadened with the inclusion of ML algorithms, high-

throughput assay development, structure-based modeling and data mining 

(Sahu et al., 2022; Gu et al., 2024). Many studies have provided evidence of the importance of 

machine learning in ADMET prediction, which helps to speed up the identification of small 

molecules. Prediction models use molecular features to establish correlations with ADMET 

properties. These features may include properties of substructures, atom counts, partial 

charges, Van der Waals volume, and surface area. Toxicity can be detected in small molecules 

by identifying pre-defined substructures that contribute to it, and can be used to predict 

toxicity. The use of AI and ML has made it possible to predict patient response to specific 

drugs, which in turn has facilitated the design and monitoring of clinical trials (Kashyap and 

Siddiqi, 2021; Chopra et al., 2023; Panigrahi and Satapathy, 2021; Sahoo et al., 2023). 

AI/ML in De Novo Drug Design 

De novo drug design uses computational approach to create/design new molecular structures 

from molecular units (Moret et al., 2023; Jung et al., 2020; Sahoo et al., 2023a; Panigrahi et al., 

2024; Das et al., 2024).The search for effective treatments for both existing and novel diseases 

requires a huge amount of resources, capital, and time. De novo drug design mostly relied on 

structure-based drug design techniques for developing ligands that fit the binding pocket of the 

target protein (Tiago et al., 2021; Xiaochu Tong, 2021). However, ligand-based approaches are 

also used which data-driven and do not depend on predefined rules. De novo drug design has 

employed various deep learning architectures, such as generative adversarial networks 

(GANs), recurrent neural networks (RNNs), reinforcement learning (RL), and variational 

autoencoders (VAEs). Out of these, RNNs are the most commonly used deep learning 

architecture in de novo design (Mouchlis et al., 2021; Dominic D. Martinelli, 2022). It is also 

the most widely used application in de novo drug design. The drug discovery process has been 

positively impacted by artificial intelligence, particularly machine learning. 

 

Conclusion and Future Perspectives 

Novel bioinformatics approaches and latest advanced genome editing tools has opened the 

door for more effective drug discovery and development. Artificial intelligence has the 

potential of greatly transforming the overall drug discovery and development process. 

Although systems biology research is going on for many decade but the full potential of this 

field has been seen only after completion of human genome project and availability of multi 
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omics technologies. The potential of integrated omics data for accelerating drug development 

can be unlocked by effectively managing the challenges with strategic planning and expert 

guidance. The combination of the CRISPR-Cas9 system with multi-omic platforms and AI 

represents a dynamic field expected to advance drug discovery and development process. 

Several methods to improve the efficiency of drug discovery and development have been 

suggested, adopted, and implemented to varying degrees in pharmaceutical research and 

development projects. These include utilizing multiomics techniques, the combination of 

phenotypic and target-based screening, the use of current drug molecules through repurposing 

and repositioning, and implementing pharmaceutical modeling and artificial intelligence. With 

the ongoing advancement in the field of AI, ML and OMICs technologies, the drug discovery 

and development process is taking a new shape which will enhance the productivity of the 

pharmaceutical industry; in general it will make the medicines more affordable. 
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