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Abstract 

When a typhoon or natural disaster occurs, a significant number of 

orchard fruits fall. This has a great impact on the income of farmers. In 

this paper, introduced an AI-based method to enhance low-quality raw 

images.  Specifically, it focus on apple images, which are being used as 

AI training data. This model utilize both a basic program and an artificial 

intelligence model to conduct a general image process that determines 

the number of apples in an apple tree image. The main objective is to 

evaluate high and low performance based on the close proximity of the 

result to the actual number. The artificial intelligence models utilized in 

this study include the inception-V3, Convolutional Neural Network 

(CNN), VGG16, and Random Forest models, as well as a model 

utilizing traditional image processing techniques. The study found that 

53 red apple fruits out of a total of 87 were identified in the apple tree 

image, resulting in a 62% hit rate after the general image process. The 

VGG16 model identified 66, corresponding to 90%, while the Random 

Forest model identified 37, corresponding to 85.4%. The CNN model 

identified 51, resulting in a 97.6% confirmation rate and inception-V3 

model identified 52, resulting in a 99.2%. Therefore, selected an 

artificial intelligence model with outstanding performance and use a 

real-time object separation method employing artificial function and 

image processing techniques to identify orchard fruits. This application 

can notably enhance the income and convenience of orchard farmers. 

Keywords: Machine learning, Deep learning, inception-V3, CNN 

models, Random forest models, VGG16 models, Image processing 

 

mailto:sridevireddy.arram@gmail.com
mailto:tarunjuluru@gmail.com
mailto:chandupamulaparthi@gmail.com


Page 51 of 62 
Sridevi Chitti / Afr.J.Bio.Sc. 6(11)(2024).50-62 

 

 

1. Introduction 

Recently, research has been actively conducted in the field of image processing to enable 

efficient management by combining object detection and tracking technology of intelligent 

surveillance systems with various services, products, and industries. In many fields of industry, 

systems that can detect objects in real time using image processing technology are used [1], 

but as the number of objects to be managed increases, it is difficult and expensive to detect 

them, so there are practical difficulties [2]. 

Therefore, it is necessary to apply an artificial intelligence model that can efficiently detect 

even if the number of objects is large at a low cost, and it is essential to conduct research to 

improve the performance of the existing system so that it can detect objects individually. A 

system that can detect and track objects using artificial intelligence is required to be used in 

various environments as it is used in various fields, while the more numerous and crowded the 

environment, the more it fails to detect individual objects in the image, so it can no longer 

detect and track objects, and the performance is low. 

In particular, a typical object tracking algorithm can detect and track individual objects 

when they are separated, but in some cases, the target object is lost or mistaken for another 

object during the tracking [3]. One significant cause of object tracking failure is detection error, 

where two or more distinct objects are identified as a single entity without clear boundaries 

when they are in close proximity. Accurately separating these adjacent objects in real-time is 

essential for reducing recognition errors and improving the performance of AI detection 

systems. Therefore, research on object separation is actively advancing in the field of image 

processing. Many companies are adopting these systems due to their convenience, particularly 

in light of the current labor shortage in rural areas. 

An example of research in this area involves a system utilizing autonomous robots for fruit 

detection and harvesting. This research recommends integrating robotics with computer vision 

to automate agricultural tasks. The study aims to develop a system that accurately detects fruit 

and calculates yields in orchards, providing a comprehensive overview of automated fruit 

detection technology and its potential applications in agriculture using various sensors and 

image processing technologies. It examines fruit identification technology and explores how 

different image processing and deep learning techniques can be employed to identify and 

manage fruit. 

Natural disasters are currently adversely affecting farmers' incomes and agricultural 

productivity. Specifically, events like typhoons cause significant fruit drops in many orchards, 

leading to reduced yields and lower income for farmers. 
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Fruit crop accident insurance is designed to protect farmers from crop loss and offer additional 

security for fruit crops. Premiums and payouts for this insurance depend on various factors, 

including the type of crop, the region where it is grown, and the coverage amount. When a 

natural disaster occurs, a damage assessor visits the affected farmer to verify the fruit loss and 

determine the appropriate compensation. These methods are carried out very slowly, and the 

method of identifying fallen fruits is also carried out in an unscientific way, which makes it 

difficult to manage. In order to solve these problems, various artificial intelligence models have 

been applied to make important advances in the field of object detection and tracking, and they 

are used in various applications. 

The method proposed in this paper proposes a method to accurately identify fallen fruits in 

orchards using various artificial intelligence models and traditional image processing methods 

(TIPM). The AI models used are VGG16 models, Random Forest models, and CNN models to 

estimate the exact number of red apple fruits open in an image of an apple tree, and to evaluate 

the performance of each model. 

2. Related Research 

Image processing is an important area for all fields related to image generation, 

interpretation, and recognition using computers, and was initially mainly used for diagram 

recognition in image formats, and there are methods such as edge detection [6] and Huff 

transformation [7] to recognize simple straight objects in diagrams or to extract regions of 

interest or denoise using morphology operations [8]. Figure 1 shows a typical image processing 

process. 

 

 

 

 

 

Figure 1. General sequence of image processing 

Recently, with the advent of deep learning development tools such as Tensorflow, Keras, 

and PyTorch, the adoption of GPUs and the improvement of parallel computation capabilities 

have greatly reduced the training time of deep learning models (DLM). Due to these changes 

in the environment, deep learning-based research is actively being conducted in various fields, 

and in particular, deep learning technology based on inception-V3 is attracting great attention 

in the field of image recognition. 
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Various artificial intelligence models such as the VGG16 model, the Random Forest model, 

and the CNN model and inception-V3 used in this paper are used to perform image processing 

to detect objects in the image. These models can recognize different classes and modified 

objects within an image if enough training data is provided. Here, the VGG16 model is widely 

used for image classification and feature extraction, and it learns various features in an image, 

classifies an image based on it, detects a specific object, takes the image as input, and extracts 

the characteristics of the image by passing through various layers, which is useful in image 

processing tasks. The Random Forest model encompasses a set of machine learning methods 

employed for object recognition and image categorization. By integrating numerous decision 

trees, it effectively identifies objects, classifies input images, and unveils various patterns and 

features within them. Renowned for their superior accuracy and reliability, Random Forest 

models find applications across diverse image processing tasks such as object identification, 

image classification, and denoising. Therefore, both RandomForest and VGG16 models 

utilized in this study serve as indispensable tools for image processing, enabling the extraction 

and analysis of diverse information from images. 

3. Proposed AI Model Design 

In this study, we introduce a method to accurately detect fallen fruits in orchards by 

combining artificial intelligence models with traditional image processing methods. We utilize 

VGG16, RandomForest, and Inception-V3 models to estimate the exact count of red apple 

fruits visible in images of apple trees, enabling thorough evaluation of each model's 

performance. As a performance measurement method for each model, the exact number of red 

apple fruits open on the image of an apple tree was estimated. The exact number of red apples 

was followed by a process shown in Figure 2 as a method of estimating the number of fruits. 
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Figure 2. Process of model training and performance evaluation 

As shown in Figure 2, the exact number of red apple fruits was estimated in 6 intervals with 

the condition  value, and the similarity of the shape of the apple in the same shape as the learned 

red apple model was measured at 52%, 61%, 77%, and 99%, respectively. 

The CNN model is designed as shown in Figure 3. First, the input image starts with a 

224x224 pixel size and has three channels (RGB). 

The first convolutional layer uses 32 3x3 filters and ReLU as the activation function. The 

first MaxPooling layer down samples the image to a 2x2 size. The second convolutional layer 

uses 64 3x3 filters and Rectified Linear Unit (ReLU) as the activation function. After the 

second Max Pooling layer down samples the image to a 2x2 size, the Flatten layer then converts 

the output from the preceding layer into a one-dimensional vector. The first Fully Connected 

Layer consists of 128 neurons and utilizes ReLU as its activation function. 
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Figure 3. Structural Design of CNN Models 

The output layer is equipped with a Sigmoid activation function and is comprised of one 

neuron for binary classification. These components form the foundational elements of CNN 

models, crucial for extracting information from images and executing classification tasks. 

While the Max Pooling layer down samples the image for computational efficiency, the 
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Convolutional layer recognizes the spatial elements in the image. The final classification is 

performed by the Fully Connected layer, leveraging the extracted features. 

The Random Forest model is a machine learning approach based on ensembles, employing 

multiple decision trees to generate predictions. In the provided code snippet, we utilize the 

Random Forest Classifier class to instantiate and configure a Random Forest model. 

# RandomForest model creation 

model = RandomForestClassifier(n_estimators=100, random_state=42) 

The Random Forest model in the Scikit-Learn library is instantiated using the Random 

Forest Classifier class. Although commonly utilized for classification tasks, it's important to 

recognize that Random Forest can also be employed effectively for regression problems. 

n_estimators = 100 The number of Decision Trees that comprise the Random Forest model is 

specified by this parameter. We are instructed to use 100 decision trees in the provided code. 

More decision trees can improve the stability and performance of the model, but it also 

increases computational costs. random_state=42.  

 

                     

 

 

 

 

 

 

 

 

 

 

Figure 4. Structural Design of General Image Processing 

This parameter sets the random number occurrence seed. The Random Forest model 

randomizes the decision tree, so each run generates a different model. Setting up the 
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same results every time you train a model with the same data and settings. 

The structure of traditional image processing techniques is designed as shown in Figure 4. 

Based on the code given in Figure 4, the image processing steps proceed as follows. After 
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where cv2. You can use the GaussianBlur() function to blur the image by applying 

Gaussianblur to remove noise or soften the borders. BGR to HSV conversion method 

hsv_image = cv2.cvtColor(blurred_image, cv2. COLOR_BGR2HSV) code, where the 

cv2.cvtColor() function is used to convert the image from the Blue-Green-Red (BGR) color 

space to the Hue-Saturation- Value (HSV) color space. The range definition method in the red 

area is divided by lower_red = np.array([0, 100, 100]) # the lower bound of the red range and 

upper_red = np.array([10, 255, 255]) # the upper bound  of the red range. Here, we define a 

range of red in the HSV image to find the red area, which means specifyingthe Hue value of 

the red pixel as a range. The red mask is generated using the code red_mask = 

cv2.inRange(hsv_image, lower_red, upper_red), where the cv2.inRange() function is used to 

mask the pixels  within the red range. As a morphology transformation (denoising) method, 

kernel = np.ones((5, 5), np.uint8),morphology_image = cv2.morphologyEx(red_mask, cv2. 

MORPH_CLOSE, kernel) code, where the cv2.morphologyEx() function is used to apply 

morphological transformations to the image to remove noise, mainly cv2. Use 

MORPH_CLOSE to perform a close operation. This process results in image preprocessing, 

which involves filtering the image, identifying red areas, and applying morphological 

transformations to the red mask to remove noise. 

The structure of the VGG16 model shows each layer and its connection structure as shown in 

Figure 6. To  briefly explain the structure of the VGG16 model, it first takes an input layer of 

224x224 size color images, and there are 5 Convolutional Layers (Conv), each of which uses 

a kernel of different sizes to extract the  features of the image. It uses ReLU as an activation 

function, and after the Conv layer, there is a Max Pooling  layer, which performs the function 

of down sampling the image to reduce its size and increase computational efficiency.  

As shown in Figure 5, the resulting image of each step is displayed as a single figure and output. 

 

 

Figure 5. The shape of the result of the image process. 
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The Fully Connected Layers (FCL) produce high-dimensional feature vectors based on the 

features extracted by the Convolutional layer. These vectors are pivotal for image classification 

tasks. Finally, the Output Layer functions as the last step in the classification process, utilizing 

the softmax activation function to produce probabilities for each class. 

 

Figure 6. Structural design of VGG16 Image Processing 

The VGG16 model is composed of 16 layers designed for image classification and feature 

extraction. Utilizing pre-trained weights obtained from extensive image datasets, it excels in 

efficient feature extraction. 

4.  Implementation and Results 

The proposed approach integrates artificial intelligence models and conventional image 

processing techniques to accurately quantify fallen fruits in orchards. Utilizing models such as 

VGG16, Random Forest, and CNN, the method estimates the precise number of open red 

apples in apple tree images, assessing the performance of each model. 

 

The objective of this study is to assess the efficiency of the proposed models in determining 

the precise count of red apple fruits in an image of an apple tree located in an apple orchard. In 

this context, the use of technical term abbreviations will be defined upon their first usage. The 

text adheres to a conventional structure, with clear, concise sentences and paragraphs that 

establish causal connections between statements for a coherent and logical flow of information. 

To this end, we employed artificial intelligence models, namely VGG16, Random Forest, and 

CNN models, along with traditional image processing methods, and compared and analyzed 

their performance. The paper's organization adheres to common academic sections and 

maintains consistent author and institution formatting, while titles are accurate and 

comprehensible. The language is objective, formal, and value-neutral, with passive tone and 

impersonal constructions. The writing uses high level, standard language and avoids biased, 

figurative, emotional, or ornamental expressions. Additionally, followed a consistent citation 



Page 59 of 62 
Sridevi Chitti / Afr.J.Bio.Sc. 6(11)(2024).50-62 

 

 

style and marked quotes to ensure proper formatting features. Finally, the writing avoids filler 

words, slang, and contractions, and is free from grammatical errors, spelling mistakes, and 

punctuation errors. 

4.1 Data Set 

To evaluate the AI model, we organized the dataset into apple images, apple tree leaves, 

and apple tree stems as shown in Table 1. Of the 352 total image data used in this paper, 292 

apple images, 30 apple tree leaves, and 30 apple tree stems were used. 

Table 1. Main parameters 

Division  
Number of 

apples  

Number of tree 

leaves  

Number of tree 

trunks  
Total 

Training data  210 10 10 230 

Test data  42 10 10 62 

Validation 

data  
50 10 10 70 

Total  302 30 30 362 

 

In this study, the software environment for the experiment was developed using Python 3.10 

version, the artificial intelligence library used the PyTorch-based MMDetection API was used. 

5. Result 

The method used in this paper is an artificial intelligence model, using the VGG16 model, 

the Random Forest model, and the CNN model, and traditional image processing methods to 

estimate the exact number of open red apple fruits in the image of an apple tree, and to compare 

and evaluate the performance of each model. Table 4 shows the apple object detection ratio by 

model. 

Table 2. Apple detection results by model 

Division Model 
Number of 

original objects 

Correct 

answer 

Accuracy by 

similarity score 

1 Inception-V3 53 52 99.2% 

2 CNN 53 51 97.6% 

3 VGG16 53 66 90.0% 

4 Random Forest 53 37 85.4% 

5 
Classical Image 

Processing 
53 58 

 

96.9% 

 

In terms of the accuracy of each model, the Inception-V3 model first correctly detected 53 

out of 52 objects, regardless of the number of original image objects and similarity scores, 
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resulting in a 99.2% accuracy rate. the CNN model first correctly detected 53 out of 51 objects, 

regardless of the number of original image objects and similarity scores, resulting in a 97.6% 

accuracy rate.  The VGG16 model achieved a 90% accuracy rate by correctly identifying 66 

out of 73 objects, regardless of the number of original image objects and similarity scores. The 

Random Forest model attained an 85.4% accuracy rate, correctly detecting 37 out of 53 objects. 

In contrast, Classical Image Processing demonstrated an impressive accuracy rate of 96.9%, 

accurately identifying 58 out of 53 objects, irrespective of the number of original image objects 

and similarity scores. 

These results offer a comprehensive assessment of each model's performance. The 

Inception-V3 and CNN models showcase impressive accuracy levels, whereas the Random 

Forest model demonstrates comparatively lower accuracy. Conversely, the Classical Image 

Processing method achieves exceptionally high precision. When choosing a model, factors 

such as accuracy and computational speed should be carefully considered, depending on the 

project's objectives. 

6.  Conclusion 

This study employed a combination of AI models and traditional image processing 

techniques to improve the detection of red apple objects in orchards. By assessing their 

performance, the study aimed to accurately quantify the number of red apples. Key findings 

indicate that the Inception-V3 model achieved an outstanding accuracy of 99.2% in detecting 

red apple items. This highlights the model's exceptional ability to identify objects, even with 

low similarity scores. Moreover, the model demonstrates high reliability in item detection and 

conducts comprehensive analyses of each object's unique properties. 

The study is poised to examine and contrast multiple models and methods for detecting red 

apple objects in orchards to determine the optimal choice for specific scenarios. Future 

investigations will involve implementing these models in authentic orchard settings to refine 

the development of real-time object detection systems. The anticipated outcomes include 

providing fruit growers and crop management with innovative insights and approaches to fruit 

detection and crop management. 
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