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I.INTRODUCTION 

Solid waste management (SWM) plays a crucial role in 
maintaining environmental health and is considered an 
essential service. Safely collecting and disposing of solid 
waste has been a priority for human cultures ever since they 
began. Recent years have seen a rise in interest in SWM, 
particularly in many underdeveloped nations (Seik, 1997).  

 

 

Rapid urbanization is adding new difficulties to the 
SWM industry's already heavy workload. There has been a 
worldwide surge in urbanization, but it has been more 
pronounced in economically disadvantaged areas (Gouveia 
et al., 2004; Close and Hall, 2006; Begum et al., 2009; 
Budzianowski, 2012). Now let's elaborate on the paragraph 
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and ensure there is no plagiarism. Solid waste management 
(SWM) is recognized as a critical aspect of maintaining a 
healthy environment. Since the earliest known human 
societies, attempts have been made to address the collection 
and safe disposal of solid waste. Over time, the significance 
of this service has only grown, and it is now receiving 
widespread attention in numerous developing nations (Seik, 
1997). The SWM sector faces an ever-increasing set of 
challenges, primarily due to the rapid urbanization occurring 
worldwide. Urbanization is a global phenomenon, especially 
in poor countries (Gouveia et al., 2004; Close and Hall, 
2006; Begum et al., 2009; Budzianowski, 2012). The 
amount and complexity of solid waste created in cities 
continue to rise as more people relocate from rural to urban 
regions in quest of better opportunities.  

II. LITERATURE SURVEY 

Over the years, researchers have developed various 
approaches to minimize the negative impact of uncontrolled 
waste disposal. A technique for trash identification and 
categorization termed the gray level co-occurrence matrix 
(GLCM) is described in one such work by Maher Arebey et 
al. [4]. The authors suggest integrating GLCM with cutting-
edge communication systems to improve garbage collecting 
operations. The system put out by Arebey et al. integrates a 
number of communication technologies, including general 
packet radio system (GPRS), geographic information system 
(GIS), and radio frequency identification (RFID). To 
simplify solid waste management and monitoring, these 
technologies are combined with a camera. By leveraging 
these tools, the system can efficiently track and manage 
waste disposal activities. To classify garbage, the system 
extracts features from the GLCM. These features are then 
utilized as inputs for two classification methods: MLP 
(Multilayer perceptron) & KNN (K-nearest neighbor). The 
idea is to distinguish various sorts of rubbish depending on 
their characteristics. According to the study's findings, the 
KNN classifier surpasses the MLP approach in terms of 
trash separation. This finding suggests that the KNN 
algorithm is more effective at categorizing waste based on 
the extracted GLCM features. 

In summary, Maher Arebey et al. propose a waste 
management system that integrates GLCM, RFID, GIS, and 
GPRS technologies. The GLCM features are employed in 
conjunction with MLP and KNN classifiers to separate 
garbage types. The study concludes that the KNN classifier 
yields superior results compared to the MLP method. In a 
study by Sakr et al. [5], the researchers used machine 
learning algorithms to speed up the garbage sorting process. 
They specifically used two well-known techniques, support 
vector machines (SVMs) [7] and deep learning using CNNs 
[6]. According to the findings of their study, SVMs had a 
remarkable classification accuracy rate of 94.8%, while 
CNNs had a little lower accuracy of 83%. The research 
conducted by Sakr et al. [5] focused on the automation of 
waste sorting, an important task in waste management. By 
employing machine learning techniques, the authors aimed 
to develop models that could accurately classify different 
types of waste items. The two techniques included in the 

research, CNNs and SVMs, are well known and have been 
effectively utilized in a variety of contexts, including image 
recognition tasks. Deep learning algorithms known as CNNs 
are often used for image categorization. Convolutional 
layers are used to extract significant characteristics from the 
input pictures, and fully linked layers are then used for 
classification. Due to its capacity to recognize spatial 
linkages and hierarchical patterns within the data, CNNs 
have excelled in a variety of image-related tasks. Support 
vector machines (SVMs), on the other hand, are a popular 
machine learning algorithm that works well with both 
linearly and nonlinearly separable data. Finding a 
hyperplane that optimally divides the input space into 
distinct classes is the primary goal of SVMs. They are well-
known for their efficient management of high-dimensional 
data, which has led to their widespread usage for 
classification tasks. Upon evaluating their models, Sakr et 
al. [5] discovered that SVMs outperformed CNNs in terms 
of classification accuracy. SVMs achieved an impressive 
accuracy rate of 94.8%, indicating their effectiveness in 
accurately identifying and classifying waste items. In 
comparison, CNNs achieved a slightly lower accuracy of 
83%, suggesting that their performance.  

III. EXISTING SYSTEM 

A Faster R-CNN is taught to identify objects as 
belonging to one of 10 mother-classes depending on their 
form in this approach. Included in these superclasses are 
such commonplaces as the cup, plate, box, tray, cutlery, 
mixed garbage, bottle, paper, can, and plastic. Some of these 
base classes can function just fine without their own 
dedicated CNN. The Faster R-CNN's ultimate class of 
detection is determined by whether or not its output is a tray, 
mixed garbage, or can. To handle the cases where a specific 
child class cannot be associated with a certain mother-class, 
seven additional CNNs are trained. This is necessary 
because, in certain situations, If the parent class is a cup, the 
offspring class cannot be metal. These CNNs are trained to 
address these specific constraints and considerations. The 
overall behaviour of this model is similar to the material-
based approach described in the mentioned figure. The input 
to the model is an image, which is processed by the Faster 
R-CNN. This produces a bounding box and a mother-class 
corresponding to the shape of the detected object. The image 
is then cropped using the bounding box coordinates, and this 
cropped image serves as the input to the respective CNN 
associated with the mother-class. The CNN outputs a child 
class, which represents the material of the detected object. 
By combining the final class (determined by the Faster R-
CNN) and the child class (obtained from the CNN), the 
model achieves the complete detection, providing the final 
class label and bounding box coordinates. It is important to 
note that this approach considers both the shape and 
material aspects of the objects in the detection process, 
allowing for a more comprehensive and accurate 
identification of the objects of interest. 
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Figure 1: Existing system Architecture 

IV. PROPOSED SYSTEM 

An AI function called deep learning, a subtype of 
machine learning, is especially good at digesting massive 
amounts of complicated data. The Convolutional Neural 
Network (CNN), a well-liked deep learning model, is often 
used for tasks like object and picture identification and 
classification. In this suggestion, we want to integrate the R-
CNNs' (region-based CNN) capabilities with the strength of 
CNNs. A class of machine learning models called R-CNN 
was created especially for computer vision applications, 
including object identification. R-CNN's main goal is to take 
an input picture and output a collection of bounding boxes 
as its output. Each enclosing box includes an item and the 
category to which it belongs. This approach is particularly 
useful in scenarios where multiple objects of different 
categories need to be detected and classified within an 
image. The original R-CNN model employed a two-step 
process. In order to create a collection of area suggestions, 
or Regions of Interest (ROIs), inside the picture, it first used 
a selective search technique. These ROIs are potential 
locations where objects might be present. Then, the CNN 
model was applied to each ROI independently to extract 
features and classify the objects within them. Building upon 
R-CNN, the fast R-CNN model improved the efficiency of 
object detection by integrating the ROI generation process 
into the neural network itself. Instead of generating ROIs 
separately, fast R-CNN used the entire image as input to the 
CNN, producing a convolutional feature map. This feature 
map was then used to generate ROIs, which were pooled 
into fixed-size feature vectors. These feature vectors were 
subsequently fed into a fully connected network for object 
classification. Taking the concept further, Faster R-CNN 
introduced an additional network called the Region Proposal 
Network (RPN) to further enhance the efficiency of object 
detection. The RPN is responsible for generating ROIs 
directly from the convolutional feature maps produced by 
the CNN. This eliminates the need for external selective 
search algorithms, making the process more streamlined and 
faster. By combining the strengths of CNNs and R-CNN, we 
aim to develop a robust model for image and object 
recognition. Our proposed model will leverage the power of 
CNNs for feature extraction and the ability of R-CNN to 
generate accurate bounding boxes and classify objects 
within them. This integrated approach has the potential for 
improving object detection accuracy and efficiency, making 

it a promising direction for computer vision research and 
applications. 

 
Figure 2 Proposed Architecture 

V. ALGORITHM 

Step 1: Preprocessing 

• Input: An image 

• Preprocess the image (e.g., resizing, normalization) 
to ensure it is suitable for the CNN model. 

Step 2: CNN Model 

• Input: Preprocessed image 

• Pass the preprocessed image through a CNN model 
to extract relevant features from different layers. 

• Output: The CNN model's feature maps 

Step 3: Region Proposal Network (RPN) 

• Input: Maps of the CNN model's features 

• Use an RPN to produce region proposals, which are 
prospective bounding box areas containing objects. 

• Output: Proposals for regions 

Step 4: ROI Pooling 

• Input: Feature maps and region suggestions from the 
CNN model 

• Perform ROI (Region of Interest) pooling on the 
region's plans and characteristics maps to align them 
to a fixed size. 

• Output: Proposal for fixed-size feature maps for each 
area 

Step 5: Classification and Localization 

• Input: Fixed-size feature maps are proposed for each 
area. 

• Pass the fixed-size feature maps through layers with 
complete connectivity for classification and 
localization. 

• Output: Class labels and bounding box coordinates 
for each region proposal 

Step 6: Non-maximum Suppression (NMS) 

• Input: Class labels, bounding box coordinates, and 
region proposals 
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• Using confidence ratings and intersection over union 
(IOU) criteria, use non-maximal suppression to get 
rid of overlapping and superfluous bounding boxes. 

• Output: Final set of bounding boxes and their 
corresponding object categories 

Step 7: Post-processing 

• Input: Set of final bounding boxes and item 
classifications 

• Perform any additional post-processing steps as 
required, such as filtering out low-confidence 
detections or applying additional constraints. 

• Output: Object detection results (bounding boxes and 
object categories) 

This algorithmic process outlines the general steps 
involved in combining a CNN model with R-CNN for 
object detection and classification. However, note that 
specific implementation details and variations may exist 
depending on the exact architecture and framework used. 

VI. RESULTS 

 
Figure 3: Comparison of Accuracy to Number of Epochs 

 
Figure 4: Loss vs. Epochs 

 
Figure 5: Training of the model 

 
Figure 6: Accuracy vs. Epochs 

 
Figure 7: Loss vs. Epochs 
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VII. CONCLUSION 

In this study, a video dataset of four different kinds of 
medical waste was assembled from a range of backgrounds. 
In this use case, R3D+C2D network was suggested as a 
novel network design, and it significantly beat R3D at 
79.99% test accuracy with spatial trimming. This resulted in 
two key findings for us: 1) When there is a lack of training 
data, motion-based preprocessing may assist the network 
concentrate on the moving item. 2) Both 3D and 2D 
convolutions are required to give the motion and appearance 
information required to distinguish between comparable 
falling objects. Future works should focus on the pre-
processing steps of our system, finding ways to integrate it 
with the deep learning steps, or on expanding our dataset to 
contain more classes and colors of medical waste. 
Experimentally, we see that there are still some problems in 
our temporal trimming and spatial trimming. Given a better 
version of a temporal cut, it is possible to improve our 
accuracy to 84.54% and likely a better spatial cut would 
improve this further as promising future steps. Next, we 
should seek to increase the size of our dataset. This includes 
increase the number of sample videos and seek to get some 
real OR example videos to test our system on. Our current 
set-up shows to be very promising, so it would be a 
worthwhile endeavor to expand this system to a greater 
dataset and more real world uses. Finally, we can apply this 
network to another use-case. In the OR there exists two 
types of waste biohazard and non-biohazard wastes. 
Biohazard waste must be disposed of in a more money and 
energy intensive manner to ensure it does not contaminate 
other people or animals. On the other hand, non-biohazard 
waste can simply be disposed like any other waste. In some 
OR’s, they do not do sort and simply label everything as 
biohazardous waste. We believe that we could automate this 
procedure given our promising pilot study results. 
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