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ABSTRACT:  

 

The attacks in Vehicular Ad Hoc Networks have attracted 
many researchers in recent years for their potential in 

improving road safety, traffic efficiency and infotainment 

services. However, VANETs run in an open and dynamic 

environment, so they are subject to different security 
threats. Therefore, it is essential to design strong Intrusion 

Detection Systems. Intrusion detection systems have also 

been obtained within various procedures to detect 

intrusions based on machine learning and deep learning. In 
this paper, we design an Intrusion Detection System and 

apply Machine Learning and Deep Learning techniques to 

automobile networks. Machine Learning and Deep 

Learning systems have long been the basis for IP traffic 
and other uses, inspiring methods while providing concise 

expertise. Accuracy: The highest accuracy is obtained with 

the logistic regression method in machine learning and 
deep learning approaches with the accuracy of 99.38%. 

Several approaches like RNNs have been demonstrated to 

outperform with running accuracy and detective for each 

intrusion type in comparison to other methods and can 
further be applied. Therefore, investigating machine 

learning and deep learning approaches in terms of intrusion 

detection rate, accuracy, and false positives  

needs further exploration. 
 

Keywords: Machine learning, Deep Learning, intrusions, 

attacks, network security, datasets, metrics. 
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1. Introduction: 

 

In recent years, there have been significant advancements in the field of network security, 

leading to the development of various new techniques and technologies. Vehicular ad hoc 

networks (VANETs) are a promising area of research, focusing on enabling communication 

between connected vehicles and infrastructure (V2X). One of the key challenges in VANETs 

is the secure and reliable exchange of information, given the dynamic and potentially hostile 

nature of the environment. Intrusion Detection Systems (IDS) have thus emerged as a crucial 

component in ensuring the security and integrity of VANETs. IDS analyze and monitor 

network traffic to detect and prevent any unauthorized access or malicious activities. By 

deploying IDS in VANETs, it is possible to identify and respond to potential security threats 

in real- time, safeguarding the communication and data exchange between vehicles and 

infrastructure. 

 

 Network-Based Intrusion Detection System: 

A network-based intrusion detection system (NIDS) is a security solution that monitors the 

entire network for suspicious traffic, 

analyzing the protocol activity to detect potential security breaches. 

 Wireless Intrusion Detection System: 

A wireless intrusion detection system (WIDS) is an extension of NIDS that specifically 

focuses on monitoring and analyzing wireless networking protocols for abnormal or 

unauthorized activities within a wireless network. 

 Network Behavior Analysis: 

Network behavior analysis (NBA) is a security approach where the network is continuously 

monitored to detect and respond to suspicious behavior or potential threats, such as 

distributed denial-of-service (DDoS) attacks. 

 Host-Based Intrusion Detection System: 

A host-based intrusion detection system (HIDS) is a software solution that is installed on 

individual hosts or endpoints, monitoring the system's activities and logs for signs of 

unauthorized access or malicious activities. HIDS can detect attacks by identifying patterns or 

signatures and providing alerts and responses. 

The anomaly-based IDS (AIDS) can detect the unknown malware and attacks by performing 

a deep analysis of the transmitted data [3]. The Machine Learning and Deep Learning 

algorithms evaluate the network condition by classifying the processed data into either 

normal or abnormal classes. They train and test AIDS for detecting attacks and use false 

alarm rate and accuracy to measure the ability of AIDS in using different datasets like NSL- 

KDD,KDD’99 and the UNSW-NB15. 
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Fig 1: Intrusion detection system classification taxonomy. 

 

2. Related work 

 

The Discovery of knowledge on KDD cup conducted in the year of 1999 and featured the 

KDD’99 dataset[4]. And it is a subset of the Defence Advanced Research Projects Agency 

(DARPA) 1998 benchmark dataset. Since the contest, researchers had extensively used the 

dataset to train and test models for an accurate IDS. 

This methodology used the integration approach for combining the various data models to 

identify the malicious nodes in the VANET system using the data-driven model. This 

methodology was tested on various environmental VANET systems to validate the proposed 

hybrid data-driven model. The modelling intrusion detection systems done using the machine 

learning(ML) and deep learning(DL). An example of this, the application of decision tree in 

the KDD’99, Pfanhringer. Sabhani and Serpen [5] applied the decision trees approach and 

obtained good accuracy but the approach did not perform well with U2R and R2L attacks 

that they are minor classes and include a large proportion of new attack types. 

Mukkаmаlа et аl. [6] рresenteԁ а neurаl network (NN) аnԁ а suррort veсtor mасhine (SVM) 

to рerform whether it is аn аttасk or normаl сlаssifiсаtion. They аlso extrасteԁ thirteen 

imрortаnt feаtures, trаineԁ the two 

 

models using these extrасteԁ feаtures, аnԁ reportedԁ the results. They сonсluԁeԁ thаt both 

SVM аnԁ neurаl networks рroviԁeԁ ассurаte results, with the SVM рerforming slightly 

better. Bаjаj аnԁ Arorа [7] exаmineԁ the сontribution of аll the 41 features in NSL KDD 

ԁаtаset аnԁ founԁ thаt Nаïve Bаyes, SVM аnԁ simрle саrt methods were аррlieԁ for 

сlаssifiсаtion. Three out of 41 features [urgent, num_outbounԁ_сmԁs and is_hot_login ] 

using the NSL-KDD trаining ԁаtаset whiсh ԁo not have any signifiсаnt role in the ԁdetection 

of аttасks. Five out of 41 feаtures [su_аttemрteԁ, num_file_сreаtions, num_ассess_files, 

ԁst_host_сount аnԁ ԁst_host_rerror_rаte ] hаԁ little signifiсаnt role in ԁdetection of аttасks.  

Pervez et аl. [8] also рroрoseԁ аn аррroасh сonsisting of merging feаture seleсtion аnԁ 

сlаssifiсаtion for multiрle сlаss NSL-KDD intrusion ԁeteсtion ԁаtаset by using Suррort 

Veсtor Mасhine (SVM). 

The рroрoseԁ methoԁ асhieveԁ 91% сlаssifiсаtion ассurасy using only three input features 

andԁ 99% сlаssifiсаtion ассurасy using 36 input features, while 41 inрut feаtures асhieveԁ 

99% сlаssifiсаtion ассurасy. It is imрortаnt to mention that some of the reseаrсhers have been 

working on KDD’99 ԁаtаset sаmрles rather than the сomрlete training ԁаtаset ԁdue to the 

size of this ԁаtаset [9]. 

Ingre et аl. [10] evaluateԁ the рerformаnсe of NSL-KDD ԁаtаset using ANN. Their work was 

basedԁ on the findings of Bajaj andԁ Arora [11]. Further, they founԁ thаt feаtures [lаnԁ), 

wrong_frаgment , num_fаileԁ_login аnԁ root_shell] hаve аll zero vаlues in the ԁаtаset. Thus, 

they reԁuсeԁ the number feаtures is NSL KDD trаining аnԁ testing ԁаtаsets to 29 features. 

For five сlаss сlаssifiсаtion, the system hаԁ gooԁ сараbility to finԁ the аttасk for the 

раrtiсulаr сlаss in NSL-KDD ԁаtаset. In the year of 2015, Moustafa and Slay [12] pointed out 

that KDD’99 and NSL-KDD datasets did not mirror the current attacks a 

system in IDS and thus derived a totally new network-based dataset called UNSWNB15, 

which is a comprehensive one. With this dataset, its features are different from the KDD’99 

dataset but share some of them as well [13]. 

Moreover, they studied the properties of both datasets like UNSW NB15 and KDD99. The 

UNSW-NB15 algorithm has been replicated to the KDD-99 data set to demonstrate its 

efficiency and a rule-based feature selection approach was implemented on both datasets. 

However, it is not known how different features were compared in this work since the 
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features considered were different. The differences between the results were obtained, and it 

can be seen that the original KDD’99 features are less efficient than the replicated UNSW-

NB15  hence,  the  UNSW-NB15 

dataset had a higher accuracy than the KDDCUP’99 dataset. FPR of KDD’99 dataset is 

lower than FR of the UNSW- NB15 dataset [13]. 

On one hand, Hosseinzadeh and Kabiri [15] used ant colony optimisation model to tackle the 

famous KDD’99 dataset, whereas the outcomes of both algorithms were very close to each 

other suggesting that the algorithms were able to gather the clear-cut information from the 

dataset.A set of 5 best features  [urgent  (9),  num_failed_logins 

,count, rerror_rate and dst_host_srv_diff_host_rate ] were selected under the category of 

Normal, a set of 4 best features [ durations ,flag, root_shell and dst_host_srv_diff_host_rate] 

were selected under the category of DoS, a set of 4 best features [service, dst_bytes, count, 

serror ] was selected under the category of U2R, a set of 3 best features [count, srv_count, 

diff_srv_rate] under R2L and a set of 8 best features [protocol_type, logged_in, flag, 

num_compromised num_access_files , hot, 

, diff_srv_rate,  dst_host_diff_srv_rate] 

 

under the category of Probe. The evaluation of the method demonstrated its effectiveness, the 

number of features decreased on average by 88% and the detection error was reduced by up 

to 24% while based on KDD’99 dataset. Earlier, Zargari and Voorhis [16] encountered 

scrambled KDD-dataset which is processed by joining the voting system technique and Weka 

feature selection to acquire the best subset of features. The results confirmed that the selected 

subset of features was the best compared to the competing subsets that were calculated with 

data mining methods. The KDD dataset was implemented in the experimental setup and the 

evaluation of the developed features provided better detection rates. 

In 2015, Mostafa and Slay [17] published the UNSW-NB15 dataset which had a few new 

features compared to KDD’99. NB15 and KDD’99 have only a few common features which 

make it hard to compare the two datasets. This research looks at the features of dataset 

UNSW-NB15 so as to decline the number of features and then suggest the subset of 

significant features that can be used for detection of intrusion in network traffics. Moreover, 

KDD’99 data set will be used to refine and analyse the results of Restrictions in terms of 

similarities and differences. 

 

Algorithm: 

i. Data Preparation 

ii. Model Architecture 

iii. Training 

 Data Preprocessing 

 Model Training 

iv. Evaluation 

v. Deployment 

i. Data Preparation: Collect and pre-process real world data from VANETs, creating 

sequences of feature vectors. 

 

ii. Model Architecture: 

The VANET data is represented by the sequences of feature vectors which means that we can 

use LSTM to sequence the data. Introduce Recurrent Neural Networks (RNNs) to extract 

ordering relationships and patterns that are depicted over time in the data. Apply one or some 

RNN layers (e.g., Logical RNN, LSTM, GRU) to the input sequences for processing.  

Convolutional layer use can be one more extract specificity and representation of the input 
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sequences. By way of filters of assorted sizes, spatial data can be filtered out at whatever 

depth. Carefully choose such functions as activation ones (e.g., ReLU) and pooling layers 

(e.g., Max Pooling) to remove dimensionality and to isolate relevant features at the same 

time. Apply the flatting of the RNN and CNN layers into a one- dimensional vector. Proceed 

feeding the flattened vector through either multiple fully connected layers to perform feature 

transformation and extraction processes. Introduction of nonlinear relationships (e.g., ReLU 

activation functions) increases the model's expressive power, hence bringing it much  closer  

to  the  real- world problems. 

iii. Training: 

 Data Preprocessing: Collect and preprocess real- world data from VANETs, 

creating sequences of feature vectors. Split the pre processed data into training and 

validation sets. 

 Model Training: Train the model using supervised learning techniques, optimizing a 

suitable loss function (e.g., categorical cross-entropy, binary cross- entropy) and an 

 

 

 optimization algorithm (e.g., Adam, RMSprop). 

iv. Evaluation: 

The validation set must be used for evaluation of the trained model performance basing on 

accuracy, precision, recall, and F1 scores. 

v. Deployment: 

Deploy the trained IDS model to work in the VANET framework for the immediate security 

monitoring and detection of threats. 

 

 Monitoring and Updating: Evenly monitor the performance of the already deployed ICP 

system. Continuously maintain the effective IDS system by upgrading it according to the 

emerging threats and the fluctuations in the VANET environment. 

3. Dataset Description: 

 

The data set considered is NSL-KDD dataset [18], UNSW-NB15, KDD’99. The 

NSL-KDD dataset is one of the most popular which is used in the evaluation of IDS frame 

works. In addition to normal network traffic, the NSL-KDD contains these four types of 

intrusions: Denial of service(𝐷𝑜𝑆), User to Root(𝑈2𝑅), Remote to user(𝑅2𝐿) and 𝑃𝑟𝑜𝑏𝑒. The 

NSL-KDD dataset is 52.3 MB in size and it includes the two subsets of the NSL-KDD 

dataset are considered namely, the NSL-KDD- Train and the NSL-KDD-Test. The (Table 3) 

NSL-KDD is made of 42 features of which 3 are non-numeric and 39 are numeric as depicted 

in Table 1. The dataset is divided into two partitions: the NSL- KDD-Train , which is 75 % of 

the NSL- KDD-Train and it will be used for training, the NSL-KDD-Test Evaluation that is 

25 % the NSL-KDD-Test and it will be used for evaluation after the training process[19]. The 

table below shows the number of records in each dataset, and also the number of records 

associated with each attack type (Table1) 

 

 

 

 

 Total Normal DoS Probe U2R R2L 

Train Test 
1,25,973 

22,544 

67,343 

9711 

45,927 

7458 

11,656 

2421 

52 

200 

995 

2654 
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Table 1: Details of Normal and Attack data. 

The UNSW-NB15 dataset contains 9 attacks, including DoS, worms, fumigations, and the 

Shellcode. The training set includes 175,341 records, while the test set contains 82,332 

abnormal and normal records of several types[20]. And it consists of 45 features. The 9 

attacks of UNSW-NB15 training dataset is represented in the form of graph(Fig 4 ). 

Table with types of Attacks in the dataset. 

 

Type Test Training 

Worms 44 130 

Shellcode 378 1133 

Backdoor 583 1746 

Analysis 677 2000 

Reconnaissance 3496 10491 

Dos 4089 12264 

Fuzzers 6062 18184 

Exploits 11132 33393 

Generic 18871 40000 

Normal 37000 56000 

Total 82,332 1,75,341 

Table 2. Details of UNSW-NB15 

 

Fig 4: Attack categories on NSL – KDD data set 
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Table 3: NSL-KDD Attributes Description. 

 

Table with Attributes, description and the type of the attribute used in the UNSW-NB15 

Dataset. 

 

Name Description Type 

Proto Transaction protocol Nominal 

State 

The state and its protocol are specified e.g. ACC, 

CLO, CON, ECO, ECR, FIN, INT, 

MAS, PAR, etc. 

Nominal 

Sttl Living value from source to destination Integer 

Swin Advertising value of source TCP window Integer 

No. Attribute Format No Attribute Format 

f1 duration numeric f22 is_guest_login numeric 

f2 protocol_type 
Non- 

numeric 
f23 count numeric 

f3 service 
Non- 

numeric 
f24 srv_count numeric 

f4 flag 
Non- 

numeric 
f25 serror_rate numeric 

f5 src_bytes numeric f26 srv_serror_rate numeric 

f6 dst_bytes numeric f27 rerror_rate numeric 

f7 land numeric f28 srv_error_rate numeric 

f8 wrong_fragment numeric f29 same_srv_rate numeric 

f9 urgent numeric f30 diff_srv_rate numeric 

f10 hot numeric f31 srv_diff_host_rate numeric 

f11 num_failed_logins numeric f32 dst_host_count numeric 

f12 logged_in numeric f33 dst_host_srv_count numeric 

f13 num_compromised numeric f34 dst_host_same_srv_rate numeric 

f14 root_shell numeric f35 dst_host_diff_srv_rate numeric 

f15 su_attempted numeric f36 dst_host_same_src_port_host_rate numeric 

f16 num_root numeric f37 dst_host_srv_diff_host_rate numeric 

f17 num_file_creations numeric f38 dst_host_serror_rate numeric 

f18 num_shells numeric f39 dst_host_srv_serror_rate numeric 

f19 num_access_files numeric f40 dst_host_rerror_rate numeric 

f20 num_outbound_cmds numeric f41 dst_host_srv_rerror_rate numeric 

f21 is_host_login numeric f42 label numeric 
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Dwin Destination TCP window advertisement value Integer 

Tcprtt 
TCP connection setup round- 

trip time, the sum of ’synack’ and ’ackdat’. 
Integer 

Smeansz Mean of the how packet size transmitted by the src Integer 

Response_body_len 
Actual uncompressed content size of the data 

transferred from the server’s http service. 
Integer 

Ct_state_ttl 

No. for each state (13) according to the specific 

source/destination time value 

range for living . 

Integer 

St_dst_sport_ltm 

No connections  at 100 connections with

 the same 

destination address (14) and source port . 

Integer 

Is_sm_ips_ports 

This variable is given value of other variable when the 

source 

(15) and the destination IP address is

 equal and port 

numbers (16) equal. 

Binary 

Table 4: UNSW-NB15 Dataset attributes. 

 

                                                                                                                                                                                                                                                    

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig 4: Attack categories in UNSW-NB15 training dataset. 
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The KDD-99 cup dataset is the subset of DARPA-98 dataset. KDD-99 dataset is a multi-

variety dataset. The characteristics of the attributes used in the dataset are categorical and 

integer and It has fourty- two attributes. 

Table 5: Details about the KDD’99 datasets. 

 

2. Methodology: 

 

The dataset NSL-KDD, UNSW-NB15 is chosen as the basis for the planned experiment. The 

NSL-KDD dataset consists of 42 features being labelled an attack or normal, and showing 

the identification of attack. 

 

The NSL-KDD contains these four types of intrusions: 

a) Denial of service(𝐷𝑜𝑆): It is the Various forms of attacks, such as SYN Flood [21]. 

b) User to Root(𝑈2𝑅): It does not contains allowed remote access [22]. 

c) Remote to user(𝑅2𝐿): It identifies the unauthorized access to super user rights on the 

local system [23]. 

d) Probe: It is used for Monitoring and examination [24]. 

The NSL-KDD dataset has 42 attributes which are classified into three categories. They are 

basic, content, and the traffic features. Without the payload, the basic features can be derived 

from the packet headers. To calculate the traffic features the time interval is used. 

The UNSW-NB15 dataset includes 45 features from which we can select the important 

features from the input it can 

leads to simplification of the model processing and get the more accurate rates. Since the 

NSL-KDD and UNSW-NB15 datasets are reports the typical flow in network traffics, these 

are with the features with the same characteristics and behave similarly. 

Fig 5: Generalized machine learning and deep learning network based intrusion detection 

system. 

 

Evaluation metrics: 

The Assessment of performance metrics for IDS based on certainty matrix values for ML and 

DL approaches [25]. The Evaluation metrics are different attributes used in the confusion 
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matrix. 

1. True Positive (TP): The data instances correctly predicted as an Attack by the classifier.  

2. False Negative (FN): The data instances wrongly predicted as Normal instances. 

3. False Positive (FP): The data instances wrongly classified as an Attack. 

4. True Negative (TN): The instances correctly classified as Normal instances. 

5. The diagonal of confusion matrix denotes the correct predictions and the non-diagonal 

elements are the wrong predictions of a certain classifier (table 6). 
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 False alarm rate: It is also known as False-positive and is defined as percentage to all the 

normal samples with wrongly expected attack sample [26]. 

 

 

 

 True negative rate: It is the right number of normal samples which is divided by the 

overall number of normal samples [27]. Precision: It is the ratio of correctly expected 

Attacks to all Attacks Samples [26] [28]. 

 

 Precision: It is the ratio of correctly expected Attacks to all Attacks Samples [24] [25]. 

 

 

 

 

 Recall: It is the proportion of all Attacks samples correctly listed to all attacks samples 

that are Attacks. It is also known as a Detection Rate [29] [30]. 

 

 

 F-Measure: Precision and Recall are combined to form the harmonic mean. To put it 

another way, it is a mathematical method for evaluating a system’s accuracy by taking 

into account both precision and recall [31] [32]. 
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Table 6: Confusion Matrix 

These are the evaluation metrics which are calculated by testing the proposed methodology 

by using the dataset. 

 

3. Analysis and Results: 

A. Experimental setup: 

8GB of RAM, an AMD Ryzen 5 11th Gen GPU CPU, and Windows 11 were used to develop 

the suggested design. The model was trained and tested using the Python 3.8 version and the 

Visual Studio code. The Visual Studio Code was integrated with the seaborn, metrics and 

NumPy packages for pre-processing. Other libraries, like as Pandas, are used in the feature 

extraction process. The Kera’s library was advised for ML and Dl models development. 

 

4. Result 

 

Performance evaluation of the proposed method is done by using the NSL-KDD dataset. IDS 

can be built only when there is an availability of an effective dataset. The performance of the 

proposed ML and DL algorithms are presented in this section. The main Advantages of using 

dataset are training set which doesn’t consist of any 

redundant records, and missing values. So that the classifier no longer produces the biased 

result. 

The (table 7) results obtained by using the three datasets. 

 

 

 

 

 

 

 

Table 7: Results using NSL-KDD dataset with  

ML and DL algorithms. 

 

5. Conclusion: 

 

The KDD'99 dataset is one of the earliest and widely used datasets for intrusion detection 

research. It contains a large number of features that are from network traffic, including 

normal and various types of attack instances. The NSL-KDD dataset is an improved version 

of the original KDD'99 dataset, addressing such as redundancy and ambiguity. It provides 

more balanced distribution of attack types and removes duplicate records. The NSL- KDD 

dataset serves as a valuable for evaluating IDS algorithms, offering a more realistic and 

representative dataset compared to KDD'99. But, it still has limitations, such as static attacks 

and lack of recent attack types. The UNSW-NB15 dataset is a more recent and 

comprehensive dataset for network intrusion detection, featuring diverse attack and modern 

network traffic patterns. It includes both packet-level and flow-level data, making it suitable 

for evaluating anomaly-based detection methods. The UNSW-NB15 dataset represents a 

significant in intrusion detection research, offering a challenging for evaluating IDS 

solutions. Its inclusion of real-world attack scenarios and diverse 

 

network traffic characteristics make it highly relevant for effectiveness of modern intrusion 

detection techniques. 

 

S. No Datasets SVM DT LR KNN CNN RNN 

1 KDD’99 0.79 0.78 0.79 0.78 0.82 0.82 

2 NSL-KDD 0.79 0.78 0.80 0.79 0.82 0.81 

3 UNSW-NB15 0.80 0.79 0.83 0.75 0.84 0.81 
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Future Work: 

The categorization of classifiers is proposed in terms of lazy and eager learners. The 

experimental work has been carried out to evaluate the performance of the selected ML 

classifiers based on proposed categorization namely KNN, LR, DT, SVM and the DL 

algorithms are CNN, RNN for detection of intrusion. These classifiers are tested on

 UNSW-NB15, NSL- KDD, KDD’99 datasets. The classifiers are compared on 

the basis of precision, recall, F1-Score, accuracy. The results show that LR classifier in ML 

algorithms is better than other classifiers on UNSW-NB15, NSL KDD, KDD’99 using 

selected parameters. The accuracy of CNN classifier comes out to be best in the DL 

algorithms. In future, this work can be extended for selective attributes and multiclass 

classification for detection of intrusion using pothole detection. 
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