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Abstract— The rule-based classification algorithm now includes a dynamic 

threshold value. The significance of threshold values, classification 

algorithms that use threshold values, issues with setting static threshold 

values and dynamic threshold values, and rule generation. However, for some 

datasets, it is necessary to have a large number of rules, and for those datasets, 

a greater number of rules should be extracted, which affects reduction of 

generalisation and makes the system less transparent. Logic rules framed for 

small datasets have minimum number of rules that interns are very easy to 

understand and compare. One of the best, most flexible solutions is to frame 

fuzzy logic rules; however, fuzzy rule support is less for datasets with 

symbolic and nominal attributes. These alternative rules extraction systems 

are driven by similarity-based learning and are based on prototype rules, 

presented threshold rules algorithm, which uses a small number of highly 

precise ordered rules to extract threshold rules from data. 

Keywords— Rule based algorithm, Fuzzy logic, Classification algorithm, 

Threshold, CMAR, CBA, KNN 
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1. Introduction 

To best predict the class, classification algorithms heavily rely on the threshold value K 

(the number of cluster). The threshold value for K is used by the KNN and K-means clustering 

algorithms to predict the class [1]. The other classification algorithms employ fixed sensitivity and 

specificity threshold values that are calculated by an algorithm and verified to predict the final 

class [2]. To accurately predict the class and lower the rate of misclassification, the choice of the 

ideal threshold value must be made. Decision threshold values have been the subject of numerous 

studies and analyses. The various threshold concepts and various rules for the suggested 

classification algorithm are covered in this paper. 

The creation of rules based on objects that appear frequently in a transaction is the 

fundamental idea behind an association rule. This involves two primary steps: identifying the 

frequently occurring item set and creating rules. A group of items with a higher frequency of 

recurrence than the threshold value specified in the transaction is called a frequent item set. The 

minimal support is another name for this number. The availability of numerous, diverse, and 

heterogeneous data sources poses a number of obstacles for the real-time applications of the 

association rule, including the intricacy of determining the value of minimum support [13]. 

Additionally, establishing the minimal support value is the initial stage in the association rule [14, 

15]. The user currently chooses this value. Right now, the user chooses this value. Given that the 

user is thought to be the dataset's most knowledgeable source, this is done. The amount and extent 

of the intended output can also be limited by the user. The value of minimum support is actually 

something that many users find challenging to determine. 

The value of various rules that are generated is significantly influenced by the minimum support 

value [16]. The intuitiveness of the user is the basis for the method used to calculate the value of 

minimum support. If the rule acquired does not match, the process of creating an association rule 

is repeated by changing the minimum support value. This does not, however, ensure that a rule 

with the input minimum support value will be produced. 

 The evaluations in this study, which suggests a way to calculate the minimal support value 

depending on the dataset's properties and additional factors, can also be applied to the process of 

creating the rule. The minimal support value in the suggested technique is automatically 

determined based on the dataset's features, negating the need for the user to decide it at the outset. 
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Furthermore, other characteristics that are taken into consideration throughout the rule-formation 

process are also taken into account when determining the minimum threshold value. This is in 

addition to the frequency of occurrence of items. Using this approach, the process of creating rules 

becomes more user-responsive. The suggested approach is limited to the step of figuring out the 

lowest threshold required to choose often occurring item set. Several existing algorithms can be 

used in the rule formation process once the frequent item set has been produced. By using the 

suggested approach, the user is spared the trouble of figuring out the minimum support value and 

is forced to repeatedly go through the rule-formation process due to improper minimum support 

value selection. 

2. Related Work 

The user must first define a minimum support value according to the association rule's core notion. 

Although in practice various things may have varied criteria for assessment, this value often 

applies consistently to all of them. Therefore, research on multiple minimum support has emerged, 

stating that distinct items should have various support values [16, 17, 18, 19]. Finding the minimal 

support for each item is a new task that the user must perform as a result of the system's 

implementation. 

 Applying association rules might be challenging at times, especially when deciding on a 

minimum support value. This is due to the fact that most approaches make the assumption that 

every database item is similar and occurs frequently. This assumption, however, is false since 

certain entries appear in the database more frequently than others [20]. 

 The user estimates these parameters intuitively because current methods, like apriority and 

fpgrowth, are unable to identify the minimal support and threshold values. Due to its ability to 

produce a huge number of rules, the association rule mining algorithm might suffer from lengthy 

execution times and high memory consumption, and vice versa. But this depends on the selection 

of the threshold [16]. 

 Apriori-based mining methods, a frequent and appealing item set, were developed as a 

result of users' difficulty setting minimal support. This is a difficult issue since the algorithm's 

performance heavily depends on a user-defined threshold. For instance, if the minimum support 

value is set too high, the database will be empty. Conversely, low minimum support causes 
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inadequate mining performance and an abundance of undesirable association rules. This means 

that consumers are being unreasonable in their requests for information about the characteristics 

of the database to be mined and the appropriate threshold. Results were not in line with customers' 

needs, even though the minimum assistance was investigated under the guidance of seasoned 

miners [21]. 

 Zhang [21] conducted a study whose primary contribution was to offer a method for 

transforming ambiguous (user-defined) thresholds into real minimal support. Therefore, building 

a conversion function requires a technique that can identify certain elements of the database to be 

mined. When utilizing current Apriori algorithms, users still need to specify the real minimum 

support corresponding to the database to be mined. It is impossible to determine the minimal 

support that matches the database, though, without the right information. Zhang suggested a 

computational approach to solve the minimum support settings issue. This approach is different 

from the current Apriori algorithm in that it lets users specify their mining requirements in a mode 

that is often used and automatically translates the given threshold into the real minimum support. 

 In order to examine the Semi-Apriori method, Trivedi [20] integrated the average support 

threshold. Subsequently, a frequently occurring item set was created by employing an 

automatically constructed support threshold to assess the data. This lowers the complexity of both 

space and time. 

 A technique for choosing a suitable minimum threshold value for efficient support was 

created by Dahbi [16]. The first contribution was that this study automatically calculated the 

minimum support (minsup) for each data set, rather than relying on user-defined constant values. 

As this was going on, the second updated this minsup dynamically by giving each level a single, 

uniform minimum support threshold. That being said, not every item in an item set functions in 

the same way; some were used regularly, while others were not. The minsup threshold must 

therefore change based on the item level.  

3. Methodology 

3.1 Threshold Value On Classification Algorithm 

The majority of classification methodologies use the threshold value in a variety of ways to 

determine the final class. Many classification algorithms predict the class using the threshold value 
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and support and confidence values [3, 22]. The threshold value must be compared with by the 

algorithm that predicts the final class using the support and confidence values. 

The threshold value serves as a class boundary value. The accuracy of the classifier is improved 

by the classification algorithm KNN, which uses various modified threshold value as a key value. 

It is one of the most straightforward and widely used classification models, using threshold value 

to foretell the next-closest value. In contrast to most others, KNN does not require any training 

phases, making it a quick classification method. Using a distance metric like the Euclidean 

distance, k training samples are obtained for each test sample in this method [4, 24]. Within these 

k samples, the test sample's class is determined by majority voting. 

With support and confidence threshold values, the proposed algorithm is compared to rule-based 

algorithms like CMAR, CBA, and C4.5 [5]. The implementations of these three classification 

algorithms—CMAR, CBA—on various medical datasets with fixed threshold values are covered 

in this section. The Support and confidence to predict the class are calculated by the Association 

rule-based algorithm. [6, 23] How frequently the items appear in the database is indicated by their 

support. The number of times the if/then statements have been verified as true is indicated by 

confidence. 

Equation 1 is used to calculate the support in the Association rule mining. 

 

𝑆𝑢𝑝𝑝𝑜𝑟𝑡 =  𝑜𝑐𝑐𝑢𝑟𝑟𝑒𝑛𝑐𝑒 𝑜𝑓 𝑡ℎ𝑒 𝑖𝑛𝑠𝑡𝑎𝑛𝑐𝑒𝑠 / 𝑇𝑜𝑡𝑎𝑙 𝑠𝑢𝑝𝑝𝑜𝑟𝑡   (1) 

 

and the confidence is calculated for given x=> y using the equation 2 

 

𝐶𝑜𝑛𝑓𝑖𝑑𝑒𝑛𝑐𝑒 =  𝑜𝑐𝑐𝑢𝑟𝑟𝑒𝑛𝑐𝑒{𝑦} / 𝑜𝑐𝑐𝑢𝑟𝑟𝑒𝑛𝑐𝑒{𝑥}     (2) 

 

The authors in [7] developed the new associative classification method known as CMAR, or 

Classification based on Multiple Association Rules, in 2001. The author of this algorithm used the 

confidence values and support threshold value to predict the class as CBA. The confidence 

difference threshold is set to 20%, and the database coverage threshold is set to 80%. The author 

disabled the cap on the number of rules for CBA and set the support threshold to 1% and 
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confidence threshold to 50%. Other settings are left at default. It only reports the accuracy for the 

rule method because it is more accurate.  

3.2 Threshold Value Fixing Problem 

When the closest value to the threshold is obtained, the threshold value-based classification 

algorithm predicts the class. It is difficult to predict the class in a multiclass classification when 

two or more classes have the same nearest distance to the threshold value. The nearest neighbor 

concept is used by the k-NN. In our study, the rule-based classifier's threshold value is determined 

by the nearest neighbor. The optimum value is used to predict the class rather than the approximate 

value. 

The threshold value is necessary for the classification algorithms that use support and confidence 

values to compare and accurately predict the class. In those algorithms, the support and confidence 

threshold values are predetermined by the user and are not altered as the algorithm is being run. 

The user-set threshold is regarded as static because it is constant. The classification accuracy will 

rise with the change in threshold value's percentage. The greatest value out of the n values is 

selected as the threshold value for the modified threshold value, which is dependent on the 

determination of the support factor for each class. The association rule's support and confidence 

equation is used to calculate the support factor, which results in the formation of the following 

equation 3. 

𝑆𝑢𝑝𝑝𝑜𝑟𝑡 𝐹𝑎𝑐𝑡𝑜𝑟 =  𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑓𝑎𝑐𝑡𝑜𝑟𝑠 𝑠𝑎𝑡𝑖𝑠𝑓𝑖𝑒𝑠 𝑡ℎ𝑒 𝑟𝑢𝑙𝑒 / 𝑡𝑜𝑡𝑎𝑙 𝑓𝑎𝑐𝑡𝑜𝑟𝑠  (3) 

And the support factor percentage is calculated using the equation 4. 

 𝑆𝑢𝑝𝑝𝑜𝑟𝑡 𝑝𝑒𝑟𝑐𝑒𝑛𝑡𝑎𝑔𝑒 =  𝑆𝑢𝑝𝑝𝑜𝑟𝑡 𝑓𝑎𝑐𝑡𝑜𝑟/100      (4) 

The accurate threshold percentage should be set so that the classifier is as accurate as possible. 

Choosing and establishing an accurate threshold value is another difficult task in obtaining the best 

classification percentage. 

The dataset, which has "m" attributes and "n" classes that need to be predicted, does not require 

that all "m" attributes be checked in order to predict all "n" classes. The classification time will be 

shortened by identifying the attributes associated with the particular class. Certain attributes do 
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not need to be checked, and doing so will prolong the classification process. Only a small subset 

of the "m" attributes that support class C1 must be taken into account in order to predict class C1, 

and only a small subset of other attributes must be taken into account in order to predict class C2. 

Certain characteristics that support class C1 also support class C2, so those characteristics must 

also be considered when predicting class C1. 

The number of attributes for each class will vary, and different numbers of attributes must be 

checked in order to predict each class. Additionally, the threshold value percentage used to 

determine the class in each instance will vary. Therefore, it is debatable whether the threshold 

value should be set as a constant. The support value with the closest value is predicted as the 

resultant class when the threshold value is fixed as a constant. Another issue arises when two or 

more classes have percentages that are close to the fixed threshold value, leading to a tedious class 

as a result. Example: Consider a multi-class problem where the threshold value is fixed at 80% 

and there are two classes, each with a percentage of 70% and 90%, and both classes are within the 

same distance of the threshold value. Therefore, predicting the resultant class becomes difficult. 

The concept of nearest value does not result in the best class prediction; instead, the best threshold 

value is required to produce an accurate class prediction. 

Fixing a static threshold value will have an impact on the accuracy and performance of sensitive 

datasets [9,10]. The characteristics specific to those cases alone will be taken into account more 

than the other characteristics in order to determine the cause of a given case. Using any of the 

statistical techniques, the threshold values were established, and the fixed value is static. The 

algorithm checks each class' attributes and calculates its support counts when there are a total of 

two classes in the sample, C1, C2, and when the threshold value is fixed as some constant value 

"N%". If it reaches the threshold value "N%", the algorithm fixes the cause for the specific case as 

C1, otherwise it fixes the cause as C2. Fixing a static threshold value raises the wrong prediction 

rate when there are multiple classes (C1, C2, C3..., Cn). When the attributes for each class vary in 

size according to its attributes, the mean value for each case must be calculated separately. 

Setting the proper threshold value will help you predict the class. A difficult task is selecting an 

accurate threshold value for an algorithm to predict the class [12]. The threshold value has been 

set using a variety of methodologies. In some circumstances, the minimum requirements must be 
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met in order to predict the class. Depending on the user constraint, that minimum value may need 

to be fixed. However, the minimum constraint does not always work. Particularly for medical 

datasets, the maximum support should be counted when predicting a record's class. When the 

minimum threshold is set, there is a chance that the class will be predicted incorrectly, which can 

result in misclassification and an increase in the misclassification rate. In order for multiclass 

classification to correctly predict the class, a dynamic threshold value is required. 

Considering these limitations in our research, the threshold value is established by treating the 

threshold value as the maximum acceptable value rather than the minimum. Additionally, the 

algorithm will need to calculate that maximum satisfactory value repeatedly because it will vary 

for each record. The rule set is applied to the dataset, and for multiclass classification, the 

maximum acceptable value is calculated for each class and fixed as a threshold value to predict 

the class. The correctly predicted class for the test dataset is compared using the training dataset 

as a prototype. Here, we're using the p-rule as our classification basis. However, the algorithm uses 

a dynamic threshold value and includes both P-rules and f-rules. 

3.3 Dynamic Threshold Value 

The nature of medical data sets is more delicate. It's critical to predict and categorize the root 

causes of each disease. The classes of medical datasets are predicted using the rule-based 

algorithm. For a rule-based algorithm to perform an accurate classification, a threshold value is 

required. When a threshold value for a classification is fixed statically, the algorithm declares the 

classification complete when it reaches the fixed value. For categorization into binary classes, it 

works well. The predicted outcome is impacted by fixing a static threshold value for the dataset 

with "N" classes. For medical data sets with multiple classes, a dynamic method of setting 

threshold values is especially important. 

By setting the dynamic threshold value, the performance of classification is improved and the 

number of wrong classifications is cut down. The threshold values for sensitive data are modified 

periodically for each record. To accurately predict the class, a rule-based algorithm with a dynamic 

threshold value is required. The modified RBA algorithm is applied in two stages; in the first stage, 

the dataset is preprocessed using the discretization concept to reduce dataset complexity. 
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In the second phase, the modified RBA with predefined rules is put into use for classification. On 

various medical datasets, we implement the Rule Based Classification Algorithm with Dynamic 

Threshold Value in this paper, and its performance is assessed. Our implementation demonstrates 

that, on various medical datasets, the enhanced RBA with a dynamic threshold value outperforms 

other approaches. 

When using a rule-based algorithm, the number of instances that satisfy the given rule is counted 

after the rule is applied to the data set. Here, when the threshold value is fixed as a constant, it ends 

the class when it reaches that value, which causes misclassification. The threshold value cannot be 

fixed as a static one when sensitive data uses multiple rules to predict multiple classes when using 

rule-based classification. whenever the threshold value is switched. As a result, the proposed rule-

based algorithm applies multiple rules to the test data to determine the percentage that each class 

perceives. For each situation, a different percentage is received. Each record results in changes to 

the threshold value, and the class is predicted using Euclidean distance metrics. 

When a rule-based algorithm is used for multiclass classification, it predicts that class C1 will 

come out on top with a threshold value of 60%. This threshold value serves as the first instance's 

cutoff value, and all other classes receive percentages that are lower than C1's threshold value. The 

algorithm predicts that the resultant class of the second instance will be c1 with a support factor 

value of 70% or 50%, which is also the instance's threshold value. Less than the predicted value 

of the support factor will be received by the other n-1 classes. The threshold value was either 

higher or lower than the previous threshold value. The maximum support factor is fixed as a 

threshold value and varies for each instance. Here, the threshold value is established in relation to 

the percentage of n-1 classes with satisfactory factors. 

4. Rule Generation 

The proposed algorithm employs a dynamic threshold value and is designed using the p-rule and 

f-rule. There are numerous rule-based algorithms, such as CBA and CMAR, which use various 

kinds of rules and are linked to association and decision rules, respectively. The suggested 

algorithm generates rules using a fuzzy rule (F-rule) to handle complex queries and a proto type 

to check for similarity. To accurately predict the class using our algorithm, we also use the distance 

function. 
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The dynamic threshold-based classification algorithm that is proposed is made with the help of a 

set of rules. The rules are developed by researching already-existing rules. Different kinds of rules 

are employed to express various knowledge types. The Threshold Rules Decision List Algorithm, 

which supports binary classes, is the foundation of our research. The rule iteratively tests the 

dataset and fixes the threshold value to be constant. In our proposed algorithm, the standard rule 

sets are applied to the chosen dataset for multiclass classification, and the threshold value is 

instantly calculated for each class. 

Algorithm for rule generation:  

 Input: D, a data set class-labeled tuples; Attvals, the set of all attributes and their possible values. 

Output: A set of IF-THEN rules. 

Method: 

Step 1: Rule set = {}; // initial set of rules learned is empty 

Step2: For each class c do 

Step2.1: Repeat Rule = Learn One Rule (D, Attvals, c); 

    Step 2.1.1: remove tuples covered by Rule from D;  

until terminating condition;  

Step2.2: Rule set = Rule set + Rule; // add new rule to rule set 

 End for 

Return Rule Set; 

Many data sets from the UCI Machine Learning Repository [8] were tested by the author. Database 

coverage threshold and confidence difference threshold are two crucial CMAR parameters. The 

total number of rules chosen for classification is limited by these two thresholds. These two 

thresholds produced nominal accuracy when applied to the dataset, indicating that it was 

impossible to predict the ideal threshold values beforehand. 
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Data Set Attr# Cls# Rec C4.5 CBA CMAR 

Wisconsin 

Breast Cancer 

10 2 699 95 96.3 96.4 

Cleveland heart 

disease 

13 2 303 78.2 82.8 82.2 

Crx heart 

disease 

15 2 690 84.9 84.7 84.9 

Pima Indian 

Diabetes dataset 

8 2 768 74.2 74.5 75.8 

Heart disease 

dataset 

13 2 270 80.8 81.9 82.2 

Hepatic 19 2 155 80.6 81.8 80.5 

Table 1. Adaptive support mechanism tested on six datasets 

 
Figure 1. Accuracy on Medical Dataset 

 

5. Conclusion 

 

This paper explains the various rules that make up the rule-based algorithm and the 

significance of threshold values for classification. The difficulties with using the nearest 
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neighbor concept and static threshold values, as well as the significance of dynamic threshold 

values. By setting the dynamic threshold value, the performance of classification is improved 

and the number of wrong classifications is cut down. The threshold values for sensitive data 

are modified periodically for each record. To accurately predict the class, a rule-based 

algorithm with a dynamic threshold value is required. The calculated threshold value is then 

used to draw conclusions about the resultant class. Table 1 and Figure 1 shows that the 

suggested adaptive support mechanism was tested on six datasets. Other criteria that were 

applied item-by-item in this study to establish the minimal threshold were the same. Moreover, 

the outcomes of all six datasets yielded rules with lift ratios greater than one and the suitable 

minimum support value. 
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