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1. INTRODUCTION 
 The term "heart disease" refers to an extensive variety of conditions that affect the heart.  

Cardiovascular diseases (CVDs) include heart disease, which is the leading cause of death 

worldwide [1].A major financial burden and a deadly worldwide health issue is cardiovascular 

disease. The diseases which represent the greatest threat to life and have the highest death rate 

worldwide are thought to be cardiovascular diseases. In recent times, cardiovascular diseases 

(CVDs) have been identified as the primary cause of morbidity and mortality worldwide [2]. 

Every organ in the human body has a specific purpose. One such organ that pumps blood 

throughout the body is the heart; a malfunction could result in serious health problems.  

Worldwide, heart disease represents among the leading causes of death [3]. Chest pain, fatigue, 

high blood pressure, arm pain, and dizziness are among the main signs and symptoms of a heart 
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attack [4]. In basic terms, heart failure is a condition in which the heart is unable to sufficiently 

pump blood to the body's organs. Typically, conditions like diabetes, hypertension, or other heart 

conditions like HIV, thyroid issues, alcoholism, or genetic problems. The heart's capacity to 

pump blood is limited as the heart's muscles deteriorate. It is important to note that heart disease 

is one of the most prevalent diseases among middle-aged people. The World Health Organization 

(WHO) has determined that 31% of deaths worldwide annually are caused to cardiovascular 

disease (CVD), a disorder that affects the heart and blood vessels. Therefore, it is crucial to 

identify the problem accurately and early in order to be able to provide the correct type of 

therapy and save the lives of many individuals [5]. 

 

They have grown more common over time and are currently overstretching countries healthcare 

systems. High blood pressure, stress, age, gender, cholesterol, Body Mass Index (BMI), and an 

unhealthy lifestyle are the main causes of cardiovascular diseases [6]. Acute cardiovascular 

events, including ST segment elevation myocardial infarction (STEMI) and other cardiovascular 

emergencies such as non-STEMI (NSTEMI), arrhythmia, hypertensive crisis, acute heart failure 

(HF), and pulmonary embolism (PE), are the most serious type of cardiovascular disease (CVD) 

and are life-threatening situations that need to be diagnosed and treated immediately [7]. 

 

Reduced risk of cardiovascular deaths can result from controlling cardiovascular risk factors, as 

recommended by the WHO. Noninvasive ultrasound imaging methods can be used to study 

atherosclerosis, a common type of CVD. The CVD biomarker intima-media thickness (IMT) has 

been validated. However, it does not significantly improve the prediction of future 

cardiovascular events as indicated by conventional risk variables, as a recent meta-analysis has 

shown [8]. CVDs generate significant lifetime disabilities and a non-negligible economic burden 

on their patients. But with the right precautions, 90 percent of CVDs are thought to be avoidable. 

Accordingly, it is important in the medical field to predict when a person would develop CVDs 

[9]. 

Many characteristics have been linked to an increased risk of heart disease: I Smoking Use: ii) 

Higher cholesterol: iii) inappropriate diet habits; iv) A lack of activity; v) Dangerous alcohol 

consumption; vi) Elevated blood sugar levels; vii) Extreme Overstress; and viii) Blood pressure.  

Age, gender, and a family history of diabetes can all contribute to blood pressure, a rare 

condition in which blood powerful enough for the walls and ultimately cause health issues [10]. 

Heart failure, stroke, coronary artery disease, and hypertension (high blood pressure) are among 

the most prevalent CVDs. CVDs come in a number of types and can present with an extensive 

range of symptoms. Chest pain or discomfort, fatigue, irregular heartbeats, and shortness of 

breath are some of the symptoms of some CVDs, including heart failure and coronary artery 

disease. A person can suffer from weakness or numbness on one side of their body, difficulty 

speaking or understanding others, vision loss, and severe headaches from other CVDs such 

stroke and aneurysms.  In some cases, the symptoms of different CVDs may overlap, making it 

challenging to differentiate between them just by looking at the symptoms. For example, 

discomfort or discomfort in the chest may indicate heart failure along with coronary artery 

disease [11]. 

It is essential for medical experts to predict cardiovascular disease early in order to make 

informed decisions. Heart failure, heart attacks, strokes, and coronary artery disease can all be 

avoided with an accurate diagnosis of heart disease [12].The traditional diagnosis of heart 

disease is based on medical history, reports, and an expert medical examination of the symptoms. 
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This method takes a long time to complete and isn't always successful. Decision-making tools 

like machine learning (ML) have recently been created to help practitioners in accurately 

diagnosing patients [13]. By learning from medical data, making decisions, and predicting the 

disease, an automatic prediction system can be developed as an analytical tool using machine 

learning (ML) algorithms to handle complex health problems. Indeed, machine learning methods 

have recently been used to develop systems for diagnosing cardiac disease [14]. 

Data mining is becoming more and more common in today's world of medical treatment since it 

provides a wide range of complex knowledge related to patients, medical devices, medications, 

healthcare facilities, and disease diagnosis. It is necessary to process and assess such complex 

data in order to retrieve information that, when made into decisions, is price-effective and 

beneficial. Based on the symptoms or characteristics of a particular sample or instance, heart 

disease prediction requires accurately classifying a given sample as either heart disease positive 

or heart disease negative class [15]. There are models for heart disease prediction in the 

literature, and numerous researchers have created intelligent models with the goal of enhancing 

the performance of heart disease prediction models. Still, there is more possibility to improve the 

current model's efficiency in predicting heart disease [16]. 

 

In this work, an intelligent cardiovascular disease prediction using KNN with data mining is 

presented. The following is the way the work is organized: The literature survey is included in 

section 2. The section 3 demonstrates an intelligent cardiovascular disease prediction using KNN 

with data mining. The section 4 evaluates the result analysis. The conclusion is presented in 

section 5. 

2. LITERATURE SURVEY 

Y. Fu and J. Guo et. al., [17] explains using a smartphone to monitor blood cholesterol as some 

electrochemical analyzer to prevent cardiovascular disease. The first medical smartphone to be 

used as an electrochemical analyzer for blood lipid monitoring is described in this publication. It 

is possible to monitor the current produced by the enzymatic reaction with the total cholesterol 

test strip by integrating an electrochemical analyzer into a smartphone. Through an 

electrochemical process, the biochemical  signal is transformed to an electrical signal using a 

disposable test strip. The clinical biochemical analyzer is not as accurate as the suggested 

medical smartphone in evaluating a patient's blood lipid level.  Because of its portability, 

reliability, lower cost, convenience, and internet-based medical data interaction, the suggested 

medical smartphone system is a promising platform as a point-of-care device for blood total 

cholesterol (TC) monitoring. This platform can be applied for long-term prevention of 

cardiovascular disease. 

 

S. K. Jain and B. Bhaumik et. al., [18] explains that to use a smartphone to detect cardiovascular 

diseases with an energy-efficient ECG signal processor. For the purpose of diagnosing 

cardiovascular disease on smartphones, an innovative forward-search based ECG signal 

processing algorithm has been integrated into an Application Specific Integrated Circuit (ASIC). 

Using the Physionet PTB (Pulmonary Tu-Berculosis) diagnostic ECG database, the ASIC and 

Android application are validated for the identification of bundle branch block, hypertrophy, 

arrhythmia, and myocardial infarction. The failure rate in detecting bundle branch block, 

hypertrophy, arrhythmia, and myocardial infarction is 0.69%, 0.69%, 0.34%, and 1.72%. 



R. Leela Jyothi /Afr.J.Bio.Sc.6.7(2024)                                                                                Page 3661 of 12 
 

G. Joo, Y. Song, H. Im and J. Park et. al., [19] explains that machine learning is being used 

clinically to predict the occurrence of cardiovascular disease using big data from Korea's 

nationwide cohort.  The features of big data and machine learning (ML) for predicting the risk of 

CVD were examined and examined using data from the Korean National Health Insurance 

Service-National Health Sample Cohort (KNHSC). Different measures, including receiver 

operating characteristic curves, precision-recall curves, sensitivity, specificity, and F1 score, 

were used to verify a number of ML-based prediction models, which included logistic 

regression, deep neural networks, random forests, and LightGBM. The use of ML approaches 

was demonstrated by the experimental results, which indicated that all ML models outperformed 

the baseline approach for estimating the 10-year CVD risk, which was obtained from the 

ACC/AHA guidelines. 

Mohd Zubir Suboh, Muhyi Yaakop, Mohd Shaiful Aziz Rashid Ali, Mohd Yusoff Mashor, 

Abdul Rahman Mohd Saad, Mohd Azlan Abu, Mohd Syazwan Md Yid, Aizat Faiz Ramli et. 

al.,[20] explains a portable electronic stethoscope-based screening tool for heart valve problems. 

The heart sound signal is segmented, features are extracted, and the system is classified 

automatically using PC (Personal Computer) hardware platforms. An electronic stethoscope can 

be used as the system's input, and a multimedia board provided with a single board computer, 

audio codec, and graphic LCD (Liquid Crystal Display) is utilized to create a portable heart 

valve disease screening device. 96.3% specificity was recorded by both systems. Compared to 

the PC platform, which offers sensitivity and accuracy of more than 90%, the portable device 

only has 77.78% sensitivity and 87.04% accuracy. 

 

Sashikanta Prusty, Srikanta Patnaik, Sujit Kumar Dash et. l., [21] explains the prediction and 

comparative analysis of coronary heart disease. A common procedure for the prognosis of 

cardiovascular disease has been suggested. In consider, we examine nine common classifiers for 

the comparative study and prediction of coronary heart failure in this paper using both machine 

learning and deep learning technologies. These models are simple to develop and have low 

computing costs. Additionally, a confusion matrix in the Jupyter notebook is used to test and 

evaluate different classifiers, producing classification measures including accuracy, f1-score, 

recall, and precision. The maximum accuracy, precision, and f1-score that the logistic regression 

classifier can provide are 90.78%, 90.24%, and 91.35%, respectively. 

 

Adari Ramesh, Ceeke Kalappagowda Subbaraya, Ravi Kumar Guralamata Krishnegowda et. al., 

[22] explains a system for remote health monitoring that uses an advanced artificial intelligence 

algorithm to predict diabetes and heart disease. By choosing the best features based on the global 

fitness function, the Unified Levy Modeled Crow Search Optimization (ULMCSO) algorithm 

helps the classifier become more accurate and requires less training time. Finally, the 

classification model based on the probabilistic guided naïve distribution (PGND) is applied to 

predict the label of whether the patient has been diagnosed with a disease or not. Two different 

datasets, such as PIMA and Hungarian, are used in an evaluation in order to validate and contrast 

the results of the suggested model using a number of performance measures. 

 

Kehinde Marvelous Adeniyi, Olasunkanmi James Oladapo, Timothy Oluwaseun Araoye, Taiwo 

Felix Adebayo, Sochima Vincent Egoigwe, Matthew Chinedu Odo et. al., [23] explains Machine 

learning classifier-based outcome prediction for heart disease. In order to choose the variables 

for the logistic regression model and determine its sensitivity, specificity, accuracy, and area 
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under the characteristic curve (AUC), this study used the forward, backward, and enter methods. 

The risk factors connected to heart disease have an accuracy of 87.9% when the logistic 

regression model is applied with the enter technique at the 5% level of significance. The model 

from forward, which has an 88.6% weight, was the favored model for the variable selection 

approach utilized. The analysis model's sensitivity and specificity were 85.6% and 91.4%, 

respectively. In addition, the misclassification rate was 11.4%; the positive and negative 

predicted values were 87% and 90.5%, respectively. 

 

Zarkogianni K, Athanasiou M, Thanopoulou AC, et. al., [24] explains the comparison of 

machine learning methods for determining the possibility that a long-term diabetes complication 

will be cardiovascular disease. The study aims to explore the use of advanced machine learning 

techniques to the creation of personalized models capable of predicting the incidence of fatal or 

nonfatal cardiovascular disease (CVD) in patients with Type 2 diabetes (T2DM). Considering 

the outputs of both the HWNN- and SOM-based primary models yields the best discrimination 

performance (Area Under the Curve (AUC): 71.48%). The suggested approach outperforms the 

Binomial Linear Regression (BLR) model, supporting the requirement for the use of more 

advanced methods to provide reliable CVD risk scores. 

 

Nitalaksheswara Rao Kolukula, Prathap Nayudu Pothineni, Venkata Murali Krishna Chinta, 

Venu Gopal Boppana, Rajendra Prasad Kalapala, Soujanya Duvvi et. al., [25] explains that 

machine learning algorithms are used to predict the presence of cardiac disease and the 

significance of its features. For identifying cardiac issues, the random forest (RF) classification 

algorithm offers a more dependable method. Given that this application has a 95% accuracy rate 

across training data, data analysis is essential. They've discussed about the experiments and 

results of the RF classifier approach, which raises the diagnostic accuracy of heart disease 

research. 

 

N. Sabri et al., [26] presents HeartInspect: The Naïve Bayes algorithm is used to predict an 

individual's risk of heart disease. To address these issues, a Naive Bayes-based heart disease 

prediction system is presented. The system uses a dataset that contains data on an individual's 

age group, physical activity level, general health, height, weight, physical health, difficulty 

walking, and amount of sleep. The dataset is divided into 80/20 for testing and training. To 

determine the possibility of heart disease, the dataset is analyzed using the Naive Bayes 

technique. The heart disease prediction system based on the Naive Bayes algorithm presented in 

this paper shows promise with 71–73% accurate predictions. 

 

3. AN INTELLIGENT CARDIOVASCULAR DISEASE PREDICTION USING KNN 

In this section, an intelligent cardiovascular disease prediction using KNN with data mining is 

presented. The Figure 1 shows the block diagram of presented approach. The datasets related to 

cardiovascular disease were gathered from the UCI machine learning repository and Kaggle. 

Thirteen features are covered by the seventy thousand entries in the first dataset. The "cardio" 

variables in the dataset are used to categorize patients with heart disease on a scale from zero to 

one, where zero denotes the absence of cardiovascular illness and one indicates those who have 

the condition. The Cleveland dataset has 76 features, whereas the second dataset was gathered 

from the Cleveland Clinic Foundation in Switzerland and Long Beach. Only 14 features and 303 
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records make up the dataset available in the UCI repository. One feature, NUM, is used as the 

predicted attribute; one indicates that a patient has heart disease, and zero indicates. 
 

Preparing the data is thought to be the most crucial step in using data mining techniques to 

improve accuracy of predictions. Through the use of cleaned data and the removal of features 

from the dataset that are either unnecessary or only partially relevant, data preparation is 

essential in improving prediction performance. This stage involves removing from the dataset 

any unnecessary, pointless, repetitive, spelled incorrectly, and wildly inaccurate data that neither 

increases nor decreases the accuracy of the prediction. The databases on cardiovascular disease 

did not have any missing data records throughout this investigation. The duplicate records in the 

first dataset were removed even though they had the same information values. Furthermore, 

features with varying scales across datasets have been rescaled to match. The rescaling procedure 

used the range 0 to 1. Preprocessing data offers a number of advantages: Removing redundant 

data reduces the chance of making conclusions based on noise, which in turn reduces overfitting. 

ii) It reduces the training period because algorithms learn more quickly with less data. All 

clinical features obtained from various medical examinations made up the residual 

characteristics. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Figure 1. Block diagram of an intelligent cardiovascular disease prediction using KNN with data mining 
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each feature and class label is determined by the Normalized Mutual Information (NMI). 

Regarding the class label c, this dataset has two parameters, a and b, for the samples i, j. In this 

case, the normalized mutual information can only be determined by knowing the class label of 

the instances.  To scale the results between 0, which denotes no mutual information, and 1, 

which denotes perfect correlation, the mutual information score is computed. The starting 

weights for the features are estimated by equations (1) and (2). 

 

𝑖𝑤(∝) =
𝑚𝑖(𝛼,𝑐)

𝑎𝑣𝑔 (𝑒 (𝛽),𝑒(𝑐))
     (1) 

𝑖𝑤(𝛽) =
𝑚𝑖(𝛽,𝑐)

𝑎𝑣𝑔(𝑒(𝛽),𝑒(𝑐))
     (2) 

The function iw() is used to evaluate the feature's initial weights based on equations (2) and (3), 

and the mutual information is denoted by the variable mi. The entropy related to the feature is 

represented by the variable e. The mean of the numbers is determined using the denominator's 

avg() method. For a more consistent training dataset distribution, a feature normalization 

technique is used. Variable values during training comprise the feature set connected with the 

algorithm, which reduces the loss function. With each iteration, the algorithm grows and shrinks 

until it reaches the optimal value, either locally or worldwide. In the given approach, the feature 

values are scaled from 0 to 1 using the min-max normalization. 

If the weights of the minority samples were increased, they might become more significant and 

harder to disregard. In general, it could be challenging to decide effectively without knowing the 

weight attached to each of these classes. The most common method for figuring out the weight 

distribution is to look at how frequently the classes appear in the training data. Creating a weight 

distribution that will enable us to get good performance in the training and testing sets is the aim. 

The k samples that are categorized as the closest hits and misses would be iterated over a number 

of rounds by the explainable weight optimization model. Equation (3) provides the best 

explanation for the weight optimization when utilizing the gradient descent technique with a 

constant learning rate of
1

𝑘×𝑠
. 

𝑂𝑤 = ∑ ∑ 𝑤𝑗
𝑞
𝑗=0

𝑘
𝑖=0 𝜌𝑟 (𝑎𝑗

𝑠, 𝑎𝑗ℎ𝑖𝑡

𝑠𝑖 ) − ∑ ∑ 𝑤𝑗
𝑞
𝑗=0

𝑘
𝑖=0 𝜌𝑟(𝑎𝑗

𝑠, 𝑎𝑗𝑚𝑖𝑠𝑠

𝑠𝑖 )     (3) 

The function 𝜌𝑟  calculates the similarity between the features based on the equation above, and 

wj indicates the weight that is currently applied to feature j. The value of the jth feature 

associated with ith, the nearest hit over the instance m, is represented by the variable 𝑎𝑗ℎ𝑖𝑡

𝑠𝑖 . In the 

same manner, the jth feature value linked to the ith nearest miss is represented by the variable 

𝑎𝑗𝑚𝑖𝑠𝑠

𝑠𝑖 . The number of predictors is selected with the target variable's importance in mind using 

the feature selection wrapper technique. In order to maximize the performance of the model, the 

predictors are added and deleted using this procedure. The features' Shapley values in the 

summary plot. In order to get the result, the predictors "age" and "sex" are selected, and the 

"cholesterol" feature is connected to "age" and "sex."  

The process of examining a large batch of unprocessed data to find patterns and extract useful 

information is known as data mining. In this work, class prediction models are created based on 

specified features through the use of data mining. The majority of a space's nearest neighbors 

determines the classification in a KNN. In this instance, the data class is assigned according to 

which closest points have the greatest number of representatives. Using uniform weights, the 

KNN generates its value from the closest neighbors. There are class labels connected to every 

vector in the training dataset. Positive and negative classes occur. The local neighbors are used 
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by K-nearest neighbors to make predictions, and the distance functions are utilized to compare 

the similarity examples. Equations (4) and (5) explain that the distance formula is generalized in 

higher dimensions. In one dimension, it is the rounded magnitude of the numerical variance of 

their coordinates.  

𝑑(𝛼, 𝛽) = |𝛼 − 𝛽|     (4) 

𝑑(𝛼, 𝛽) = √(𝛼 − 𝛽)2     (5) 

The Euclidean distance is calculated in the KNN, and Equation (6) displays the distance between 

p and q with Cartesian coordinates (m1, n1) and (m2, n2). 

 

𝑑(𝛼, 𝛽) = √(𝛼1 − 𝛽1)2 + (𝛼2 − 𝛽2)2     (6) 

The KNN algorithm predicts the CVD presence and absence very effectively and accurately. 

Equations (7), (8), (9) & (10) express the accuracy, recall, precision, and F1-score, which are 

used to evaluate the performance of the presented model. 

                                                  𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
(𝑇𝑃+𝑇𝑁)

(𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁)
𝑋100     (7) 

𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑁

(𝑇𝑁+𝐹𝑁)
      (8) 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃+𝐹𝑃
      (9) 

𝐹1 − 𝑠𝑐𝑜𝑟𝑒 = 2 ×
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛×𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛+𝑅𝑒𝑐𝑎𝑙𝑙
     (10) 

where False Negative (FN), True Negative (TN), True Positive (TP), and False Positive (FP) are 

utilized. 

 

4. RESULTS AND DISCUSSION 
In this section, an intelligent cardiovascular disease prediction using KNN with data mining is 

implemented. The results and discussion of presented model is evaluated here. The accuracy, 

precision, sensitivity, and F1-score of the proposed method are validated. The Table 1 shows the 

performance comparison. 
Table 1. Performance Comparison 

Metrics/Algorithms Naïve Bayes (NB) KNN with Data Mining 

Precision (%) 86.40 93 

Recall (%) 88.6 95 

Accuracy (%) 89.2 96.5 

F1-score (%) 88 96 

Presented KNN model with Data Mining has obtained better performance for CVD prediction 

than NB algorithm. Figures 2(a) and 2(b) respectively demonstrate the precision and recall 

comparisons. 
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(a)     (b) 

Figure 2. Performance Comparison in terms of (a) Precision and (b) Recall 

The performance numbers are displayed on the y-axis in figure 2, while the x-axis displays 

prediction models. The KNN algorithm with data mining has obtained better precision than NB 

algorithm. Compared to NB classifier, the KNN has obtained better sensitivity for CVD 

prediction. The Figure 3 shows Accuracy Performance comparison. 

 
Figure 3. Accuracy Comparison 

The KNN with DM has achieved high accuracy than NB for CVD prediction. The Figure 4 

shows F1-score comparison. 

 
Figure 4. F1-score Comparison 

Compared to NB classifier, the KNN has obtained better F1-score. Hence, presented KNN model 

has shown significant performance for CVD prediction. If CVD is predicted accurately, then 

effective treatment will be provided. As a result, patient lives will be saved. 
 

5. CONCLUSION 
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Worldwide, heart diseases are the leading cause of death. Reducing mortality can be achieved 

through continuous clinical supervision and early detection of cardiac diseases. In this work, an 

intelligent cardiovascular disease prediction using KNN with data mining is presented. This 

model is trained and tested on two datasets Kaggle and UCI. The data is pre-processed, null 

values and missing values are removed to improve the model performance. The described 

approach uses the min-max normalization to scale the feature values. Data mining combined 

with KNN is utilized to predict CVD. In order to reduce the fatality rate from cardiovascular 

disorders, our research creates a model that accurately predicts these conditions. Accuracy, 

Precision, Recall, and F1-score are used to evaluate the performance of the presented approach. 

Compared to other algorithms, presented algorithm has shown better performance for the 

prediction of CVD. 
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